COMPOSITIONALITY: THE VERY IDEA

MARCUS KRACHT

AsstracT. Compositionality is often considered a fundamental ppilec
of semantics for natural language. Yet only fairly recehthg there been
something of a theory of compositionality which allows t@ye actual
results. Basically, the lack of progress has been due to projper un-
derstanding of what syntactic and semantic structurestigtare. Many
linguistic theories in one way or another confuse them byartipg se-
mantic notions into syntax or—conversely—adding syntadstail to
semantic structures. In this paper | shall outline a thebsemantic and
syntactic structures and show how it avoids the problentsitbset the
previous theories. A particular benefit of this approacthé it allows
to show results on sentential structure.

compositionality, syntax, semantics

1. INTRODUCTION

The present paper defends a particular view on languagethat com-
positionality can serve as a tool to gain insight into setméstructure.
Rather than having to rely on purely syntactic criteria ohst@uency it
allows to adduce genuine semantic facts to decide betwekaratt con-
stituent structures. The present paper is mainly conceptuatechnical
apparatus is developed [Kracht, 2007. Here | will try to motivate the
proposal on purely conceptual grounds. Though the finalieevdll as
much depend on technical detail, it is important to see howhmntuitive
appeal can be given to it in the first place.

Compositionality is undoubtedly a very important conceptimguistic
theory. Unfortunately, it is often just a slogan and not ajectof serious re-
search. The literature on compositionality is rather saadl for a long time
there was actually no theory of compositionality worth tlaere. Recently,
however, the situation has changed. Compositionality ngsyed some-
thing of a renaissance in theoretical linguistics, esplgdiarough[Hodges,
2001] and[Kracht, 2003b, which provide the nucleus of a theory of com-
positionality.

Compositionality is very popular in linguistics. Lingusstlaim to prefer
a compositional analysis over a noncompositional one. IYaispect that
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very few people have a clear idea of what compositionalityaty buys
them, if anything. For there have been up to recently nexbtpnomising
formal results concerning compositionality. Those thaterenown were
of the negative kind: they suggest that compositionalitynes for free.
[Janssen, 199Bhowed that every recursively enumerable.¢.) language
is compositional, andZadrozny, 1994 that everylanguage is composi-
tional (even if not r.e.). Whilg¢Westerstahl, 199&riticises Zadrozny on
the grounds that he changes the underlying semantics,ghkksby Janssen
have largely remained unchallenged. They mean, howe\aratty claim
about someone’s approach being compositional is withoyttla@oretical
(and empirical) value. While the proof is formally correctave argued
in [Kracht, 200] that the notion of compositionality used there does not
match our intuitions. Hence the problem is that trivialifyaoconcept is
shown that does not match the intuitive concept of the lisigurhe way
the principle is formally defined does not square with theitite under-
standing. Additionally, the intuitive concept requireatttve know what the
expressions and their meanings are, in other words, whédigeage actu-
ally is. In practice, many linguists would like to view quiests of the latter
sort to be open to arbitrary decisions. Part of my missioa nvince you
that this view is mistaken. Clearly, the identity of a langeas an empiri-
cal matter: one may debate whether this or that expresseméxpression
of, say, English, and if so, whether or not it has a given nm&aniThere
is a growing acceptance of the view that language is full aroviariation,
to the point that no two people actually speak exactly theesEmguage.
This makes it hard to define a single language for a given camtgn(even
computer languages are far from uniform).

Yet, there is a limit to the arbitrariness. | will argue beltvat there are
clear intuitions as to what part of the representation lggddin semantics
and what part does not, what part belongs to syntax and whiad@es not.
This continues gorts begun ifKracht, 2003bwhere | have put down con-
straints on syntactic operations, and the subsedk@atht, 2007 where |
have done the same for semantics. In what is to follow | sixplbse the ba-
sic philosophy of the research and some of its conclusionsowh stance
is as follows. Compositionality is a nontrivial propertpdayet natural lan-
guagesare compositional. Thus there are languages which simply are no
compositional, although | believe that they are not the avespeak. | am
furthermore convinced that compositionality is not simgRnice to have”,
it is a “must have”. Without it we have a hard time understagdiow the
meanings of parts figure in the meaning of the entire sentence

In addition, if we assume that compositionality holds wedgsp insights
into the structure of language. This opens a research agleatia very dif-
ferent from mainstream linguistic research, which—folilogvstructuralist
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theory—used syntactic data at the exclusion of any othere Me shall
use semantic data in conjunction with syntax to reach cemmhs about the
structure. GB theory actually made up for the lack of senearttly intro-
ducing some semantics into syntax such as indices and tlrerolgs. It
was claimed—contrary to ordinary understanding—thatevesre syntac-
tic notions® | will deal below with this assumption. Here | just point out
that in the 80s Generative Grammar did posses a diagnostifotessyntac-
tic structure other than the substitution method and the tlagtly obsolete
arguments from transformations: binding theory. Its reatdas left the
theory void of any diagnostic tool for structure. Here | vaoifer what |
consider to be the first serious contender for such a critedomposition-
ality. To make this a convincing case, however, | have to show that i
a nontrivial principle and it actually tells us a lot abouthtanguage is
structured?

2. ExeceticAL REMARKS

Compositionality is the thesis of autonomy of semanticsreHs what
| consider to be a commonly agreed definition (taken fi¢tarteeet al,,
199Q).

The meaning of a compound expression is a function of the
meanings of its parts and of the syntactic rule by which they
are combined.

Let me go right into the exegesis of this definition. The d&bni attributes
meanings texpressionsand not, as is commonly done in theoretical work,
to analysis terms. This means that since several analysis tean unfold
to the same expression we have to deal with ambiguity. Thesnsewhat
tangential to the argumentation, so | shall assume that imgsare calcu-
lated from analysis terms and not from expressions, thowghnyay find
me saying that expressions have meanings. The definitionspksaks of
“the meanings of its parts”, which we therefore read as spgakbout the
meaning of the subterms of its analysis term. It clearly shgsthe parts
already have a meaning. The way | render this into formal iakks fol-
lows: alanguage s a set of signs; a sign consists of (at least) an expression

et me be clear that-roles were ficially claimed to be syntactic and therefore void
of semantic content as far as syntax is concerned. This @eempatible with mine; but
the confusion over the exact naturedefoles was very real. Most people basically used
them as if they had semantic content attached to them.

2Special thanks to Ruth Kempson and Glyn Morrill for giving enéorum for my ideas
at their workshop “Foundations of Grammar Formalisms”. Wtranks also to a reviewer
for valuable comments. | have benefitted from talking to Edrkan, Hans-Martin Gértner,
Ben Keil, Udo Klein, Greg Kobele, Philippe Schlenker, Maa&mith, and Ed Stabler. The
responsibility for errors is, however, entirely my own.
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and a meaning. Agrammaris a finite set of constructions to form signs.
More concretely, @ignature is a pair(M, Q) (denoted byQ), whereM is
asetand) : M — N assigns a number to every membemf(0 is also a
number!). Agrammar is a pairG = (Q, J), whereQ is a signature antdla
function assigning to each e M a partial function fronS%") to S, where
Sis aset of signs. Since the functions may be partial, thetiyeof S is of
little relevance. We shall assume however that E x M, whereE is a set
of expressions anil a set of meaningsS just needs to be big enough. We
also writef© in place ofJ(f). M is the set oimodes or constructions. The
lexicon is the set of allf with Q(f) = 0. L(G) is the set of all signs that can
be generated b¢. This can be inductively defined. Lét(G) be the set
{f() : Q(f) = 0} (lexical items). TherL,,1(G) is the set of all signs- such
that there is arf € M and signsr, o, .. ., o) such that

(1) o=IJ(f) o102 ,0qm)
Finally,
2) L@©) = JL(©)

n=0

G is compositional if for every f there aref® and f# such that
3)
FE(Xe, M), -+, Koty Magry)) = (FE(Ke, -+, Xagn), TN, - -+, M)

(As functions are partial this means that both sides are et:fam the same
input and yield the same result. The right hand side is defir®uth f© and
f# are defined.)

It is grammarswhich are compositional or not; compositionalitylah-
guagess a derived notion: a languagedsmpositional if it has a compo-
sitional grammar. Thus, the meanings are given beforehaieg,are not
subject to arbitrary choice on our part. Contrast this Witinssen, 1997
Page 427: “The choice of what the meaning of a part is, migpede
on what we consider a suitable ingredient for building thenieg of the
whole expression.” This does not go as far as saying that welocaany-
thing we please. Yet it grants us the right to adjust the mmegnof the
parts as long as we get the right sentential meanings. | stalin to that
issue below. Here | shall deal briefly with the word “paiftlanssen, 1997
simply says the grammar determines what the parts are. Abeims too
liberal. Basically, forX to be a part o/, the material ofk (the multiset of
letters contained in it) must be contained in the materiaf.oOtherwise
linguistics becomes impossible to do. One piece of eviden@etually
that we are otherwise unable to do any historical lingussti@enetic rela-
tionships cannot be based on meaning coincidence alonesancthey be
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established by pure sound coincidence regardless of ngpaRather, you
must find words (or phrases) in the respective languagesithamnly have
similar enough meanings—they also must have similar eneaghd struc-
ture. How could we provide the theoretical foundations tartsa discipline
if we allow deletion (or similar operations) into our syriagprocess®

For a long time linguists have experimented with operatitas allow
deletion of material (but most of them have given up on deteind use
plenty of empty material instead). The problem with delet®that it ob-
scures the part-of-relation. If anything can be done togs; then you
may claim that “compassion” is part of “wrench”. There is mag that
rules that out a priori. It is to be noted, though, that thexgple of ad-
ditivity advocated here is not without problems. Some ofrifeave been
addressed ifKracht, 2003l, Chapter 6.3. As a reviewer points out, Celtic
languages militate against this. If we combine Welsh “and ‘d@nerch” we
get “am ferch”, and not the expectétm merch”. This is indeed a moot
point and will have to be dealt with elsewhere. My answer iggtdy that
additivity does not hold at the surface phonological levely at the deep
phonological level. This requires abstractness in the plogy. However,
deep phonology is not far from surface phonology. Basicalgquire that
phonological processes are contact phenomena: soundeshanthe junc-
ture are permitted, as long as they are controlled by (mgp#tamological
rules. This evidently needs careful investigation. Whatigortant from a
formal point of view is that deep phonology and surface plagyware not
far apart. The restrictions | have in mind conspire to thea that there is
a finite state transducer from one to the other (s@acht, 2003).

Arguments in this paper against empty categories of a cestit thus
remain valid despite the abstractness of the actual lewvehih strict “sur-
face” compositionality is supposed to hold, since the aaiieg in question
would require at least a context free transducer to passdegtihese levels.

3. GviNG 1T PrEDICTIVE POWER

In the literature one frequently finds claims that one ansligssuperior
to another on the grounds that it is compositional. The gnobtonsists
in knowing whether or not a given proposal is compositiorfadr exam-
ple, [Kallmeyer and Joshi, 2002laim to have provided a compositional

3This should not be dismissed on the grounds that | am corgissinchrony with di-
achrony. For | insist that a proper theory of language mustlile to explain not only
how languages can be like but also how they can change. Im witw@s, it must pro-
vide a theoretical basis on which historical linguistica t@ founded. If deletion is freely
available we must provide an argument as to why it does now shdhe historical de-
velopment. Or else we must show why deletion provides ptiedis of the right sort of
changes, something | think is quite impossible to do.
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semantics. How can we see whether they are right? And whaldvieu
the rationale for our decision? A glance at the literatureeaés that the
problem lies in a complete lack of standards concersgmganticandsyn-
tax alike. It seems that we are free to declare syntactic positio be part
of semantics (as is done [Kallmeyer and Joshi, 200Bas we are free to
declare indices to be part of syntax as is done in Generatiam@ar.

This is where all the confusion starts. If anything, sene@dghould deal
with meaningand syntax (together with morphology and phonology) with
form. | shall be more precise below and develop concrete ideas &loth
of them. Let us first of all see what happens if we remain tptafjnos-
tic about syntax and semantics. Suppose that syntax maginostme
parts of meaning and semantics some parts of form. In thessastax and
semantics canfiectively spy onto each other. Compositionality becomes
vacuous: Let’s look into the problem. Suppose thais a language, that
is, a set of pairgX, i), whereXis, say, a string, and its meaning. For sim-
plicity we assume thdt is unambiguous, that i$X, u), (X, ') € L implies
u = 1’.> Now let’s change the language somewhat and put

(4) L= {(X (X)) : (X py € L}

There is a straightforward compositional grammarlfoif there is a gram-
mar for the string languagsL] of L.

(5) g[L] :={X: there isu:(X, u) € L}

Notice thate[L] = [L’]. Suppose that there is a gramntar= (M, J) that
generateg[L]. (This means that the functiorf$ are partial functions on
strings only.) All we need is the following. Létbe the (unique) function
such that for all € [L]: (X, h(X)) € L. Now let f be anm-ary function on
strings. Leto := (X;, (X}, 1;)). DefineX(f) by
(6)

K(F)ow, -+ om) = (F(Re, -+, Ke), (F(Re -+ Kn), D(F (R - - X))

Finally, letH = (Q,X). H is compositional in the sense defined above.
The semantic function can see the entire string and so kneaglg what

it has to do. And this is for a trivial reason: the string isealily present

in the “semantics”. (For given a meanipgthe associated string is its first
projection, and the ordinary meaning its second projectibhe semantics

of [Kallmeyer and Joshi, 2003s a clear case of a semantics that contains

4Some theories, HPSG is an instance, do not distinguish argintevel from a form
level. There the notion of compositionality does not makelmsense and | shall therefore
refrain from commenting on HPSG.

5The proof works only if there is a bound on the number of megsmngiven string can
have.
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structural information. (They do not deny that this is theeca What the
discussion above shows is that this makes compositionatitsl.

Importing semantics (or parts thereof) into syntax is af§eroseen. In
Generative Grammar the leading idea is that syntax is autons (the
counterpart of compositionality saying that the modes ahjgosition in
syntax pay no attention to the semantic properties); mamgance the
derivation is complete it has also compiled a logical formtfte expres-
sion. This means that syntax is actually doing part of theljab semantics
is supposed to do, not to mention the fact that minimalistrgnars use
an armada of functional categories whose labels are agtobBemantic
nature® Define

(7) L == {((R ), (X)) - (Xpy € L}

This is a completely symmetrified language in which syntaxtams a full
record of semantics and conversely. This allows compasitity to be
obtained in a completely trivial fashion: syntax has albmmhation it needs
anyway, and likewise for semantics.

Now, in the formal setting the question of wHais settled beforehand.
However, given an already existing language it is not alveaggghtforward
to decide what its signs are. Also, it may not always be easeparate
form from meaning. What | definitely reject is the idea thaher of them
can be freely defined to suit theoretical needs or otherwibes we must
develop clear definition of what we think syntax and semangictually
are. Otherwise pathological examples like the above cabeaxcluded
and compositionality is indeed vacuous. Thus, the follgnimo questions
must be answered:

0 What are semantic representations and how are they matagd@la
0 What are syntactic representations and how are they mantgali

These are grand questions indeed. Obviously, | shall nat geeclose to
an exhaustive answer; what | shall do, however, is delintb@tb®oundaries
of both syntax and semantics. | shall argue that there angghhat do not
belong to syntax: indices are a case in point, and s@-aoées. Likewise,
there are things about which we can say with certainty they tho not

6As far as | can make out there are basically two camps: onehwbily doesbelieve

them to be completely formal and their labels to be compfeaebibtrary. And another
camp for which the labels express correlations with the exanof the label. The propo-
nents of the first interpretations must explain how it is tlahegative elements share the
same component that will make them end up in, say, NE&semantics plays no role,
such regularities must be extremely rare. Or else abstlasses do not exist; each lexi-
cal element is a class of its own. Then the problem disapprdar&enerative Grammar
becomes entirely lexical, which it emphatically refusebdo
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belong to semantics: any reference to order (in the strind)raultiplicity
is beyond the scope of semantics.

| shall also develop some positive notion of what | do thinkgible se-
mantic representations look like and how they may be maaipdl Sim-
ilarly for syntax. What will emerge is that if we believe thatntax and
semantics are genuinely separate tiers and that compuitioholds then
we can actually get a window into the sentence structuret fben follows
that certain meanings for sentences cannot be obtainedtbtreby assum-
ing a particular sentence structure. This is like the dreamectrue for the
linguist: that we need not refer to hopelessly unclear mstias “property
of the mind” or “I-language” to establish sentence struetuather, that
we can use (E-)language—howeweath semantics—to do the very same
thing. This eliminates much of the arbitrariness in thirgkabout sentence
structure and language in general.

The rest of the paper is divided as follows. | shall start vathst of
negative examples; | shall say why I think that certain frenods fall short
of embodying compositionality. After that | expose my owread about
what | think the correct solutions should look like and paméexamples in
the literature.

4. Type THEORY AND MONTAGUE GRAMMAR

Montague was arguably the first to popularise the principleoonposi-
tionality.” He also proposed a grammar that he claimed meets the standard
| shall discuss in depth two shortcomings that beset hisaggbr and turn
to later developments.

The first problem with Montague Grammar (MG) is that it is ndtat
[Hausser, 1984calls surface compositionalThis has to do with the rules
for quantification. Montague wanted to get type raising aher@ative
scopes without complicating the type hierarchy. He theeefesorted to
the following trick, which has become popular in Genera@rammar: the
verb is first fed pronouns, and these pronouns are laterdrad®r actual
qguantifiers. This allows to keep the type of the quantifiequei How-
ever, it creates the need for external bookkeeping. Mortages the semi-
English pronouns hewherei is a natural number; these ‘pronouns’ are not
allowed to occur on the surface. Rule S14 is responsiblehfgr elimina-
tion. It states that an occurrence; e replaced either by a true pronoun
of English (with the correcp-features) or by a quantified DP binding the
indexi. | object to this mechanism on two grounds: first, it makesafse
deletion (not only of the index but also of most occurrencethe”) and

As a reviewer kindly pointed out, Montague was not the firstge this principle. But
he arguably initiated a renaissance of this notion througbrk.
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thus obscures the part-of relation for structures. Secehdt looks like a
single rule (applying the quantified expression to sentela®tations) is
actually a parametrised set of rules so that the functioa lsaactually infi-
nite. Although one can formulate a single rule, as Montagqagedone, the
parameter it uses is not explicit in the representation @aiin) and thus
cannot figure in its definition.

Montague’s approach has been refined in later developmbuatshe
problem basically remains. As long as there is a need for aho#xac-
counting device people have felt the need to use indices.in@ites are a
mere convenience. Whether or not you use the pronogorieeg ¢ should
really not matter. All that matters is whether you choosestmme number
for identical variables. | shall have more to say on thisesselow.

Let me turn to a second objection against MG, which concdraase
of types Many linguists and logicians alike seem convinced thattyipe
system is grounded in reality. However, already at its vegifning it was
laden with problems. To be able to give a homogeneous actaumth in-
dividuals and quantified expressions Montague argued #raes actually
denote sets of properties. Thus, even though the univedsmtiiduals in
it (to have denotations for the ty@ there was no way to refer to them as
such; constants would consistently refer to the sets ofgtis that these
objects satisfy. This led to the idea of type raising: eadedalof typea
could alternatively be seen as a function of type-6 8) — g for each
B. Although technically viable it leaves us with a simple di@s what
is theactual meaning of an expression: the one with the basic type or its
raised version? Of course, one may say it is the basic typktrat the
raised type is only derived for technical convenience; dad it is derived
through a mode of composition. This is a problematic viewpbecause
it destroys the naturalness of the type assignment. Unyp&sraising is
eliminated types must be considered a mere conveniencer tatm an es-
sential (!) property of the meaning. Notice, though, tha type raising
mode is also parametric (with paramegr This creates problems for its
formulations and its elimination (s¢&racht, 2003k but they can also be
overcome (sefSteedman, 20Qdor a discussion within Combinatory Cat-
egorial Grammar).

The preceding discussion has shown that type assignmentararom
unigue in semantics. This in itself is not the source of camplso long
as the types assigned to the meanings result from genuinansienson-
siderations. What | object to is adjusting the type assignrethe needs
of syntax. There is an additional problem | need to address. h€on-
sider the Gaelic word “faic” ‘to see’. The syntax of GaelicM§O. Un-
der standard assumptions of categorial grammar (indeed,&tnerative
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Grammar), constituents must be continuous; thus the vesb foum a con-
stituent with the subject in Gaelic, while it is claimed tarfoa constituent
with the object in English. There are three possible ansteatss:

(1) The Gaelic word “faic” translates inttx.Ay.love’(X, y) whereas Eng-
lish “to love” translates agy.Ax.love’(X, ).

(2) The translation assigned in Gaelic is the same as in &mdut the
mode of composition is flierent: the verb first composes with the
subject rather than the object.

(3) The constituent structure is the same in both langudlyes; Gaelic
has a discontinuous constituent comprising the verb arabject.

The first approach is the least attractive one for many reasdhe most
important one is that it claims that “faic” cannot be tratsthas “to love”
because the two meanfidirent things. This is highly unintuitive. The sec-
ond puts the work into the modes of composition. It is distaeo by many
because if we assume that, categorial grammar is not uniéonoss lan-
guages. It is a basic assumption of categorial grammar tieatitray of
modes is constant across languages (Montague assumedomérd and
backward application, for example). The third option is thest attrac-
tive one. Recently, proposals along this line have beenrexh One
is the framework of Abstract Categorial Grammargaé Groote, 2001
or the Lambda Grammars @fuskens, 200Land another is the work by
Hoffman on Turkish (segHoffman, 199%); the latter however does not
address questions of semantics. A third proposal, somesiméar to[de
Groote, 200}, has been put forward under the nadeeSaussure Grammars
in [Kracht, 2003b.

5. GeNERATIVE GRAMMAR

Generative grammar is not directly compositional. Whalairas, rather,
is that the generative process yields a structure, LF, wtadhbe interpreted
compositionally? This is to say that the structure can be interpreted bottom-
up; but it is not produced that way. Much of recent GeneraBvammar
is actually very similar to Montague Grammar, so the cstcilevelled
against the latter applies more or less verbatim to Gerner&rammar.
Let me therefore seize the opportunity to look in more detathe use of
free variables, since this turns out to be a central issuean&oor later
all approaches produce constituents of the following fomith es and ggg
being empty elements.

(8) & loves g

8See[Heim and Kratzer, 19980n which I largely base myself.
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These constituents are standardly interpreted in firstvoncbdels, which
are triples(M, 1, 8) such thatM is a set] an interpretation of the constants,
functions and relations, armgla valuation, that is, a function from variables
to the domain. (8) is interpreted as follows.

T if (B(Xs), B(X1g6)) € I(loves)

9 loves ggg] ™' =
® [&s Qad {J_ otherwise

Thus, the valuation can make the claim true or false, andailpifor the
choice of indices. The problem is that this presupposes &émiued ar-
ray of pointing devices—not an innocent assumption. Supplogt in my
derivation of “John loves Maria” | use fierent indices, say, | translate the
VP as

(10) @001 lOVes g4

Does my VP then have aftierent meaning from yours if you used (8) in-
stead? Of course not; you and | use the same concept so the¢waences
should have the same meaning wherever they occur. In Germettam-
mar, of course, the problem is obscured by the fact that 96eecurs in
(8) and (10) in three dlierent constituents, all of which sound (and look on
paper) the same. So, in defense of the theory we may simplihsayhe
innermost occurrences in (8) and (10) actually do have theesaeaning
(say, Ax.2y.love’(y, X)), but the two VPs have fferent meaning. Granted,
for most variables it also does not matter since they will bargified away
later. Some of them are not, however, and they cause contieerthought
that the choice of index does matter that much is troublingrédver, if we
communicate with each other, indices do not get transfethexy are nei-
ther visible nor audible), and so either every message iptigly closed,
containing no free variables, or else it is possible to replide variables
by something else that does the job just as well without assyinoncrete
choices of names. It is this latter road that | shall be taking

6. AbpsuncTiON GRAMMARS

Rather than building up structure from incomplete partgjraction oper-
ates on complete expressions and yields complete expnessgain. This
proposal had its advocates among other in Zellig Harrispi@oh Mar-
cus and Aravind Joshi (sdélarris, 1979, [Marcus, 196¥, [Joshiet al,,
1979 and much further work). It comes in two varieties. The contak
grammars by Marcus use string adjunction while tree adjongrammars
(TAGSs) favoured by Joshi use tree adjunction—as the nanse Jae latter
type of grammars has proved to be more popular. Because afdhe ex-
plicit structural record one can define the necessary dpaginore easily.
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What interests us here is whether there actually is a corpoai grammar
using adjunction of either kind. Consider the following exaes.

11 The police arrested a sailor and a barman.
(12) The police arrested a barman and a sailor.

These sentences are synonymous and have the same syntactiare
(apart from the terminal strings), which for illustrativagnses we take to
be the following.

(13)
[[theppolicg]np[arresteg[[apsailof]npanttonapbarman]ne]nelvels
(14)
[[theppolicg]np[arresteg[[apbarman]npanctonfapsailoi]ne]nelvels
Now apply tree adjunction to the last N:

(15) The police arrested a sailor and a Portuguese barman.
(16) The police arrested a barman and a Portuguese sailor.

The synonymy is gone even though we have applied the samatmperSo,
adjunction breaks the symmetry, which should not be passi®he may of
course question the assumptions | made concerning thetidentstruc-
tures or the synonymy of the original sentences. Neitherparécularly
convincing strategy because the examples reveal quitepapteblem; it is
that complete expressions have complete meanings assbevih them.
If we disassemble them at some point we have to say at whialt goe
semantics needs to be changed. This turns out to be totgllgssible. It is
certainly impossible under a Montagovian view: in MG, a sect denotes
atruth value, at best a function from worlds to truth valuesuth value has
no internal structure and cannot be disassembled. To beatitethe latter
we need to assume that meanings are structured entities. SNppose we
grant that. (I am happy to assume that meanings are strdcfilings is any-
way the mainstream philosophical view on propositions pise that the
way semantics is structured is somehow similar to the syintatructure;
let’s say it is a flattened image of the syntax tree, quite fik&ructure in
LFG. Let’'s assume even that its structure is the same. Indbednated
structure above the adjective can be adjoined to two nodesthes makes
a difference in meaning. The operation of adjunction has to be chiadiby
a similar operation in semantics. This operation can alsgetdwo nodes;
depending on what syntax is doing it must choose the one atties. The
bigger the tree gets the more adjunction sites are createtharbigger the
need for information to ensure exact coordination betwemitax and se-
mantics. At this point the idea breaks down: the amount afrimtion that
needs to be shared between syntax and semantics must béteshlitm a
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compositional grammar it can only be finite (the choice ofriede is the
only shared information). This is the opposite of composility since it
makes semantics dependent on syntax. | have performedeaasiadysis in
[Kracht, 2008 and reached the conclusion that if TAGs were reformed to be
compositional in the sense of the word then they would algti@bk more

like Linear Context Free Rewrite Systems (LCFRSs). Agduis, points us

to the option of relaxing the constituent structdre.

7. TowarDs A NEw BEGINNING

Let us return to the initial questions: what are meaningsatvalne syn-
tactic structures and how do they work? | shall first appraaehguestion
about the identity of meanings. Simply put I claim that megsiarecon-
cepts However, the notion of a concept is somewhat vague. If yootwa
more detail, | suggest to use representations from cogngimmmar (see
[Langacker, 1987or [Talmy, 200Q for examples). These are, in essence,
two- or three-dimensional graphical formulae. What is imgot from a
formal point of view is that these pictures lack any alphetteigs to cross-
reference positions. Since the pictures lack any lineagmrtis not possi-
ble to identify elements by reference to some pre-definedrord

In [Kracht, 2007 | have proposed an approach which does not use pic-
tures and instead abstracts from standard tuple-basedses predicate
logic. The idea behind the semantics is that concepts araatoally true
of tuples of individuals, but of the set of these individual$e diference
between a tuple and the set of objects contained in it is tiegiiuple allows
for multiple occurrences and is sensitive to the order okeapgnce. There
are—I believe—strong metaphysical reasons to reject tpke toased ap-
proach and favour the set based approach[@ee, 2000). They have to
do with the fact that there is no real world correlate of theéeoing (or the
places into which the relata are plugged). A relat®holds in the stan-
dard sense of the paja, by. Or we may say that it holds withoccupying
the first position (or subject position, or whatever you wartall it) andb
occupying the second (or object) position. We can give upotder once
we have recovered the positions into which the objects arggaeld. The
guestion that arises is what the relatum of the first and skpoaition is in
the world. There is none that can exist a priori. This is bee&uholds of
a occupying the first position anglthe second if and only iR~ holds ofa
occupying the second armthe first position. Thus the notion of first and

The interpretation algorithm proposed Kallmeyer and Joshi, 2003s actually
bottom-up over the analysis tree @nalysis term). TAGs however produce the tree top-
down: start with a single tree and iteratively adjoin adpiorttrees. A bottom-up refor-
mulation of TAGs inevitably leads to LCFRSs. J&gacht, 2008 for a discussion.
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second position cannot be independent of the relation teatre consider-
ing.

Now, metaphysical considerations are not enough when iesamlan-
guage. | do however suggest that our mental representatssentially
function in the same way. There are some arguments in supptris po-
sition. The first concerns multiplicity. Consider the facat “John loves
John” is rendered in English as “John loves himself”, inuadvan arity re-
ducing device. This construction is found in language déteguage. This
suggests that languages treat re-use of arguments ratfenedtly. The
second argument concerns the fact that languages by preéete to sys-
tematise argument positions. Languages do try to singlesaue notion
of subject or actor, for example. This is not always sucegsshd it is
far from easy to identify semantically what constitutes aacacal subject
in any given language (s¢kevin and Rappaport Hovav, 20[)5 Even so,
such dforts would be completely pointless in a tuple based senmsrsiicce
the positions to which an argument may be assigned are glveiaed into
the relation. We already know what it is to be in first positiora given
relation. If however we have no relations but something authpreas-
signed positions, it makes sense to try and establish sugktans. Ad-
ditionally, one hardly finds a language having a relationddiion to its
inverse. Not only would this be an unnecessary luxury (thguage can-
not express more facts this way); it would also wreak havacsgstem that
establishes positions on the basis of semantic criteria.

In addition to positions and multiplicity, predicate logises another de-
vice that is suspect: indices. Indices identify variablésie want to insert
a variable into a representation we must choose an index. i3 ffir from
innocent.[Vermeulen, 199kidentified a very important deficit of Dynamic
Semantics (DS). Like Discourse Representation Theory (DRTKamp
and Reyle, 1993 DS had to rely on an external demon to insert the correct
variable names. To see an example, look at (17).

a7 A man walked in. Then another man walked in.
The translation must be something like this:

Axo; man’(Xo); Ato; walk-in"(to, Xo); Ity; to < t1; IXe; X # Xo;

(18) man’(x,); walk-in"(ty, X1)

Any indexing stfices, however, as long as the index attached to the vari-
able in the second sentence (not to mention the time vaspldaiterent
from the one chosen in the previous sentence. On the othdr trenwords

“a”, “man”, “walked” in the first sentence each use the sanreatde. How

can this be accounted forpkKamp and Reyle, 1993assume that this is
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achieved by having the parser generate the indexing andhetds the se-
mantics. Vermeulen points out, though, that the implic#uesption is that
every variable is global, and that merge will assume thatlées are the
same in both systems if they are the same string. Insteachevden dfers
the opposite view: variables are local by default, or “amaoys”. Unless
otherwise stated, merge will make the variable sets disjdmprevent this,
referent systems have the option of connecting a variabéen@mme. The
name is communicated to the outside world and is visible miqdar to
the merge algorithm. If the referent systems have refergmatshave the
same name, the substitution will make them the same, alfoth@vever
are being made fierent (se¢Kracht, 1999 for an elaboration of that the-
ory). But notice that the names of the referents are partektgmantics;
however, by design they encode nonsemantic (for examplpmotogical)
properties. In this way they provide semantics with a windealbeit a
small one—into syntax. This semantics is therefore not amsitipnal.

For similar reasons Kit Fine accused the semantics for pageliogic to
be noncompositional (see HiBine, 2003). His source of complaint was
that for all intents and purposes the choice of a variables aag matter.
There is no dierence in a proof that begins “Let PQR be a triangle” from
a proof that begins “Let ABC be a triangle” as long as lettees @nsis-
tently exchanged. In Fine’s words, predicate logic is alphabetically
innocent—but it should be. | am unsure about the conclusion that the se
mantics for predicate logic is not compositional. For élctualvariables of
predicate logic are of the form, so exchanging the numbers does produce
a genuinely dierent statement. Additionally, the semantics of (formal)
predicate logic is codified. The semantics part of the lagguend cannot
really be changed. However, this only applies to the forrhabty; in ac-
tual practice we do not use predicate logic like that. Ratherquickly start
to use what are in fact metavariables. It is the use of therl#itiat makes
predicate logic problematic. Moreover, inasmuch as pegditogic is used
to describe natural language meanings, the following quebecomes sig-
nificant: does it make sense to have an a priori given set addas? Fine
answers the questionfterently from Vermeulen. He wishes to think of
variables as acquiring meaning through the position at kvktiey occur.
In and of themselves, all variables have the same meaniigthe entire
range of values. There is no way to tell théfeience betweer andy. It
depends entirely on their context of use.

My own solution of the problem is fferent from the previous two. To
see what its motivations are, consider the problem of tegchour child
the concept “to stab”. One way is to give a verbal definitiomother is
to point at a scene in a film or a picture (!) and say: “Sae,(pointing
your finger at Brutus) “is stabbingm” (now pointing at Caesar). You may
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also add that it necessarily involves a knife, and so on. Tderdhat the
arguments find themselves in your sentence helps us keepaparh(in

other languages case marking can do that job as well). HaowieVveas no

correlate in any ordering that is defined for the picture.réhgno order in
three dimensional space that corresponds to the linear or@desentence.
The association between a linear position in a sentence digdira in a

picture is determined by other factors, and they have to dotlve meaning
of the concept itself. When you learn the concept of “stagybyou also

learn what it is to qualify as a subject of stabbing and whiattid qualify as

an object. What | assume is that the picture is actually vaughrthe way
we should think of concepts; concepts are represented ageis@emata,
and there is no linear order in the positions. If you want eccete example
to hold on to, think of cognitive grammar, as [hangacker, 1987 The

pictures also raise another point. Two occurrences of soaEhgc element
necessarily denote twofterent real objects because they occupgiedent

places. If you see Brutus twice in a picture you will assuns there are
two men who look astonishingly aliké.

For example, suppose you need to explain the concept “seppiybu
could (somewhat inaccurately) say: “It is to stab onesaif, alternatively,
you can point to a picture of Mishima and say: “See, he is catmgisep-
puku.” Finally, you may say: “He” (pointing at Mishima) “igabbing him-
self” (again pointing at Mishima). The picture will not caim two copies
of Mishima, even though the concept of stabbing seems to tweedhdi-
viduals. The duplicity of variables we have in the notatismot reflected
in the picture.

This leads to the following definition. Rather than usingss#in-tuples
to represent meanings we use a more abstract notion, whaeeand mul-
tiplicity of the relata is “suspended”. The abstract easitare calledon-
cepts This is a rather formal notion of concept, but nothing statethis
paper hinges on the particular version used. Concepts gatvenobjects
of different types (which allows to have time points locations andrs),
but we shall work here just with individuals. Amrary relationis a subset
of M", whereM is the domain of the first-order structure. LRiC M" be
ann-ary relation andr : {1,2,---,n} - {1,2,---,n} a permutation. Put

(19) 7[R 1= {{8zq), Ax(2)s ) * (@, 82,0+ .80 € R}

(20) Pi[R] := {(aq, 82, -+ ,@ns1) 1 (A1, 82, -+ , &) € R 81 = &)
(21) E[R|:=RxM

Oyvou may also think that the picture has been manufacturedhlsuis a totally difer-
entissue. The picture here is intended to be just a repliosatity. | am interested in what
we see and how it is represented. | would be surprised if ountaheepresentations were
such that two dterent occurrences of Brutus are stored iffiedtent places.
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Write R ~ R’ if there is a relatiorR” such thaR andR’ can be transformed
into R’ using any combination of the above operations. Then put

(22) R.:= (R :Rx~R)

A concept is a set of relations of the fornR].. for some relatiorR. We say
thatR andR express the same concept if [R]. = [R]., thatis, ifR~ R.}
To give an example, leM = {a,b}. The set{ a, a),(a, b, (b, b)} ex-
presses the same concept{és a), (b, a), (b, b)} (since we can exchange
the first and second position). The concgpt a)} expresses the same con-
cept ag{(ay}, since the first and second are always identi¢al, a), (b, b)}
expresses the same concepf{@s, (b)}, and we also have{a), (b)}]. =
[{@}]~ sinceE({@}) = {@}x M. (Here we use the familiar identifg}x M =
M; they are not identical as sets, but considered identigal. Hieecall also
that{o} = 1 in standard set theory.)

This has consequences worth pointing out. The relationtdenay “to
the left of” is the inverse of the relation denoted by “to tight of”. Like-
wise, the relation denoted by “to be seen by” is the inversinefrelation
of “to see”. If the above is right, then the two pairs, althbutgnoting dif-
ferentrelations actually denote the sanoencepts They only diter in the
way their arguments atankedto positions:?

8. How ARE MEANINGS M ANIPULATED?

Constituents denote concepts, which are sets of equivedktions (not
necessarily of same length). When two constituents aregbinto a con-
stituent, what happens to the concepts involved? In Momagwammar
the answer was: in that case one constituent denotes aduribt can be
applied to the denotation of the other one. There was onlynoaye func-
tion application. (Later versions of Categorial Grammarenadded more
functions, but they are more or less “derived” from this ptive one and
type raising, which did not exist in MG.) If we unravel the @ions into
statements we basically perform a conversion from a funatisignature to
a relational signature. The analogue of function applceit identification

Hcareful analysis of these definitions will reveal that theyntt entirely live up to the
promise: it is at present not always possible to remove dafdielements from a relation.
For example, withM = {a,b,c}, R = {(a,a),(a,b)} is a relation that contains the pair
(a, @)y, but is not reducible to a unary relation by these princip®ss still awaits careful
consideration. However, the conclusions reached in thieipdo not seem to depend on
the ultimate solution of this problem.

?The idea that % is to the left ofy” is the same fact asy'is to the right ofx” and
therefore a relation is identical to its converse has beearazed in[Geach, 195and
has subsequently been defended among othel/iltiamson, 198% and[Fine, 2000.
See alsdLeo, 2006 for discussion. We shall return to the issue of “left” andytri” on
Page 20.
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of variables. Additionally, we need existential quantifioa. We are thus
led to propose that when we merge two constituénésdD, the map that
combines the meanings 6fandD can do only two things: it can identify
(possibly several) sets of variables, and it may quantifgyasome of the
variables. In an algebraic setting (which is what we use)h@&tentifying
the variableg andk means intersection with the ident'n}g(:

(23) k={deM"a; = a}
Also, existential quantification means applying one of thggxtion func-
tionsp;.

This idea must now be lifted from relations to concepts. Tat tffect,
let C andD be constituents with meaningsandb, respectively. The first
stage is to pick appropriate relatioRse ¢ andQ € b; then we form the
productP x Q and intersect it with an appropriate identity relation. \Weym
additionally apply projections, corresponding to existdmctlosure. Finally,
we take the concept that results from this relation.

What is important is that there are no variables; also, wes mavfirst
hand indication in which order the arguments are presenteshwve pick
P andQ. What we have to do then is to find a way to make the definitions
either independent of the choice Bfand Q or make sure than we can
actually pickP and Q uniquely. The latter is made possible through the
introduction of dinking aspect. Let thearity a(c) of a concept be the least
n such that there is B € c andP ¢ M". Every relation of length- a(c)
is derived from a relation of lengtta(¢) by adding either a copy of some
row or multiplying with the domairM. A linking aspect is a function that
associates with each concepa finite setA ¢ Me© such that there is a
(necessarily uniquelp € ¢ of lengtha(c) such thatA C P and for every
Q € cof lengtha(c): if A C QthenP = Q. Itis perhaps a surprising
fact (but not dfficult to show) that linking aspects always exist. The idea is
this: pick anyP you like (of lengtha(c)), and choose two positionsand
k. Either it really does not matter whether we exchange cofinamd |,
or it does. If it does, there is amtuple & such thatP holds ofa, but not
of the result of exchanging the iterag anda,. Letd € A. We need one
vector for each pair of variables at most. Or it does not, helmes not
matter how we serialise the two positions with respect t@dleer. In that
case, no vector is put inta for this pair. For example, a binary relatiéh
is either symmetric and then you do not need to pay attentioether you
sayR(a, b) or R(b, a); or it is not, and then there is a p&a*, b*) € M? such
that R(a*, b*) holds but notR(b*, a*). In this case, the s¢ta*, b*)} can be
used as a valudy .. of a linking aspect.

Thus, the merge proceeds like this. Using the linking aspaciables are
temporarily dragged out of their anonymity. Identificatiminvariables and
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existential closure is performed, and then we let the vegaink back into
anonymity. It is known that this is $licient. Any language that has func-
tions in it can be reduced to a relational language; the edgm of function
application is identification of variables. Namelyfifis the function, and
if it is applied tox, then the reduction of will produce a statement of the
formy = f(u) and “application” consists in adding the equatiog x. The
set theoretic coding of functions actually does exactly.tfiehe variablex
andy will actually end up being coded by just one position, sirf@ytshare
the values.)

Now, if moving from relations to concepts does not changexrpeessive
power, why bother? One answer is that there actually difference. If
P andQ are in the same concept, they will actually be treated alikas
produces delicate interactions. | have said above that #amg of passive
sentences is the same as that of the corresponding actitenses. They
denote the same concepts buffelient relations. To get them to behave
differently we have to use their form.

9. SyNtTACTIC REPRESENTATIONS

There is perhaps nothing mordftsult as agreeing on minimal standards
for syntactic representations. Yet, we have to try. Syidaminstituents
have acategory and anexponent.’®* Pushing aside a few concerns about
segmentability (see also the short discussion on Page bjdider expo-
nents to be sequences of strings. If the constituent is montis, we just
have a single string, but to have pairs of strings is not unmaom The idea
of manipulating tuples has been reintroduced through &litstovement
Grammars (LMGs) inGroenink, 1997. Linear Context Free Rewrite Sys-
tems (LCFRSs) are particular LMGs that use a context freegrar where
the exponents are tuples of strings. It has been shoyMiicthaelis, 2001
that Minimalist Grammars in the sense[&tabler, 199F can be reduced
to LCFRSs. Thus, even if one likes to think of syntactic reprgations
as trees, there is no reason to dismiss tuples of stringsda&aent. They
serve the purpose just as well in Minimalism and—so | belieetsewhere.
For exampldPollard, 1984 has shown that head grammars, a variant of 2-
LCFRSs, can deal with crossing dependendi€slcagno, 199%has used
head grammars with a categorial backbone to provide a catipas se-
mantics of Swiss German, which until today the most elegadtsample

13as a reviewer correctly observed, the categories are de f&a@mpt from the non-
deletion requirement. Two remedies suggest themselvesfifghis to treat categories as
types of strings, thus resorting to a system of types quitethie one employed in seman-
tics. In that case, the category is not a substantive panteoftring; rather, it forms part of
the identity criterion for it. The other solution is to acliyabandon categories altogether.
This is more minimalistic in spirit but it is not clear to me ®ther it works.
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solution | know of. This list can be prolonged. Basicallye theak equiv-
alence of multicomponent TAGs with LCFRSs shown[{fjay-Shanker

et al, 1987 is another indication. However, notice that the commitment
tuples of strings doasot mean that we have to restrict ourselves to concate-
nation. A modicum of copying is in all likelihood needed (§&ichaelis
and Kracht, 1997 whose basic insight remains valid in this connection
despite Bhatt and Joshi, 200}

After the nature of exponents has been discussed, let usuraviat cat-
egories. The categories form the actual grammar that lingereents with
meanings£ concepts). A grammar rule of the form-S NP VP is in actual
fact translated into a binary modehat operates as follows. = (f¢, f«, f#)
wheref? is a binary function on tuples of string8: is a binary function on
concepts, and* a binary function on categories, defined only on the pair
(NP, VP) with result S. In English, for exampld?(X,y) = X oy (with
O representing the blank), but verb second in German will irecu more
complex function to be used.

An important principle is

IpENTITY OF INDISCERNIBLES. If T and U aren-tuples of strings
that occur in the same environments, then they have the
same category.

This principle says that categories should not make distins that go be-
yond the need of syntax. To see th&eet of this principle, let us return to
the distinction between active and passive. On the face weimight sim-
ply classify all active verbs ag[+act] and all passive verbs ®§—act]. This
would allow active and passive verbs to linkfdrently. However, consider
a language in which passives are not syntactically distrooh actives; for
example, suppose that passives are derived by having $wandoobject
swap places (and case marking). Then, by the above prineigiiees and
passives cannot be distinguished by category. If that isdke, they are the
same on all three levels, and the distinction disappeargnglish, actives
and passives actually areffdirent syntactically. Passives fail to have a tran-
sitive object. This is the way syntax can distinguish themmil&rly, “buy”

and “sell” are not mirror images of each other; their argunieames are
actually quite distinct: you bufrom, but you selkto. Altogether diferent is
the pair “left” and “right”, which seem to be perfect mirranages of each
other in syntax. In order to treat them correctly, we haveaeither of the
following. (1) We choose dierent variables to be identified; or (2) we use
a different linking aspect for the two. The linking aspect of “lefor ex-
ample, must beféectively be such that it always picks the relational inverse
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of the one that is picked for “right”? The categories are the same, and so
is the semantics. Still we are able to correctly identify Waeiables. For
we postulate two binary functions on exponents: one thatbtoes “left”
with its complement, and another that combines “right” wtthcomple-
ment. The syntactic function is the same in both cases. Irasgos we
use diferent linkings. The trick is to make the functions on the exguus
partial: one canonly concatenate “left’—and not “right"—with its com-
plement; the other caanly combine “right” but not “left”. In this way,
semantics “knows” from the mode that is being applied whnkiitig aspect
to apply. Thus, unlike in silent passives, a surface digbnaexists and can
therefore be exploited to discriminate the two meaningpitiethe fact that
the concepts are the same.

10. Anp How ARE SyntacTic REPRESENTATIONS M ANTPULATED?

First of all, tuples may be manipulated by concatenatingy therts or
by permuting their members. However, more complex operataye con-
ceivable, the most important one beicapying There are, | think, genuine
instances of copying, which include plural in Malay, yesequestions in
Mandarin, and case stacking in Australian languages. N@rajuages use
it, but it is an available option. IfKracht, 2003b| have tried to give a few
criteria of what constitutes a legitimate syntactic operatFirst, there is no
deletion and strings cannot be dissected. This means taat part of the
tuple can be traced to at least one occurrence of this stsiagsabstring of
the entire constituent. (In the case of copying there mayently be more.)
Second, there are no syncategorematic symbols. This maynbegersial;
however, | know of very few exceptions to this rule. In wrdirthe blank
IS a syncategorematic symbol. In German compounds, cestainds are
inserted that have no semantic function (Fugen-s and QtHemsall excep-
tions as these aside, however, no symbol is truly syncadegatic. This is
important and often underestimated: without such a prladigps impos-
sible to verify that any symbol occurring in a sentence or past of the
sentence is actually an occurrence of a constituent. Tthiedexponents do
not contain any empty symbols; that is to say, empty elenresatty leave
no trace in the representation. This may be discomfortingew of the
fact that many theories (mostly variants of Generative Gnam assume a
plethora of empty categories. But it is not clear that theaspnce is re-
ally needed other than to remind the reader that some operia#is been
performed in the derivation. There is nothing wrong with éyrgxponents,

The alert reader may note that it is perfectly acceptableséoseveral linking aspects
concurrently. There is nothing that rules that out.
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but their presence should actually be irrelevant for thendeins. For ex-
ample, two signs which only ffer in that one contains an empty category
somewhere where the other does not, are identical. Alsoe ilseno in-
dexation. Hence you cannot tell which argument has beendadae so
on. Also, empty categories may not be used when invoking timeiple
of identity of indiscernibles. Suppose that two constits€handD differ
in thatC can occur in those contexts thatfdr from thoseD can occur in
except that an empty pronoun has to be added. Then the gemeiuires
them to have identical category. Empty elements in the cbmbake no
difference. Again, all those who deny the validity of this regoient will
have to tell me how they can tell “good” from “bad” use of emptgments
in distinguishing categories. | have not come across an phathat would
necessitate giving up this stance. Again, | should strestd ttho not object
to the use of empty elements in representations, as longissléar that
they are for the eye only. This means that | contest that ire€enerative
Grammar are stored verbatim in the head. Any alternativeesgmtation
that serves the same purpose is a serious contender farfahtepresenta-
tion”. Until hard evidence to the contrary comes up, | wiktafore remain
with tuples of strings and the above rules for their manifpoiha

11. S WHaar Dogs Tuais Buy Us?

The present theory substantially complicates life. Evangfating a sim-
ple sentence like “Scipio stabbed Germanicus” involvessdvsteps of
‘aligning relations’. First, from the lexicon we know theramept denoted
by the verb. Call its. s contains plenty of relations. However, it contains
only two binary relations. Since we don’t know which one tokpiwe need
to consult the linking aspect. L&t be our linking aspect. Now, suppose
Y(s) = {{b, c)}, whereb is Brutus ancc is Caesar. We take the one binary
relationP € s for which (b, ¢) € P. This assures us that whatever is the first
member of a pair is the actor who stabs the second member qiint
Now we check whether or ndss, g) € P, wheresis Scipio andg is Ger-
manicus. If so, the sentence is true. Otherwise it is falbe. lifiking aspect
seems like a very roundabout way to achieve this. Howeveés,dattually
very easy to apply. Suppose | have been shown a picture ci8stibbing
Caesar; and that in addition | have been told that “he” (pognat Bru-
tus) “is stabbing him” (pointing at Caesar). If | have cothegrasped the
concept from the scene, | have extracted an abstract imagenscwhich |

15\otice thatin order for us to know this it is enough to knowttBeutus stabbed Caesar
and not vice versa. This in turn tells us what Scipio did torGamicus according to that
sentence. All that is involved is substituting constitisantanalogous positions.



COMPOSITIONALITY: THE VERY IDEA 23

can now invoke when | hear that Scipio stabbed Germanicutackesci-
pio into the schema where Brutus had been, and Germanicus Waesar
had been. This allows me to understand what it means thaioStghbbed
Germanicus. And it allows me to say whether this is actuallg.t What
is important is that the entire process works without numsloerindices, it
just uses positions whose identity is recovered by means Gtlaal situa-
tion” (perhaps this isféectively what Kit Fine had in mind). Abstractly, the
“ideal situation” is provided by the linking aspect.

| have noted ifKracht, 2007 that one is actually betterfiothinking of
the linking aspect as a dynamically created object, andhistvould allow
for the entire process to be finitely computable. All one sdedinderstand
is how to extend a linking aspect to new concepts. This mancaery
complex but | claim that it actually is much closer to whatdaage (and
language processing) is really like.

However, there are also quite tangible benefits. | shall lmentne,
which | proved in[Kracht, 2007 on the basis of the assumptions so far:

Theorem 1. There is no compositional context free grammar for Dutch.

The theorem is true even if Dutch is weakly context free. bithat
while it has often been suggested that this is the case, hactuially falls
out as a consequence of the theory.

This is far from trivial. First of all, all constructions inlwing raising
infinitives seem to have distinct meanings. Therefore tlegists a com-
putable map from semantics to syntax. (This can abstraetlghmwn on
the basis that there is a computable map from syntax to sésgntin
that case there is a computable compositional grammargltaiitext free.
However, this works under the assumption that the semamictibns can
be anything we please. However, we have argued that all samaan do
is identify positions in relations and quantify them awalkiei the situation
is quite diferent. Suppose we form a constituent using a verb, say “teach
and a noun, say “Tullius”. The number of outcomes in semaiiseverely
limited. We have two basic options: we can identify one of plositions
in the concept teaching with that of Tullius. This gives us tdoncepts of
“teaching Tullius” or of “Tullius teaching (someone)”. Orewmay resist
identifying the two variables, in which case we get the cphoé “teaching
someone and there is Tullius”. Modulo existentially quiymig off some
variables this is all that semantics can produce from thatinphe proof
now goes as follows. If Dutch crossing dependencies aréetiess nested
dependencies then one must refrain from identifying anywilifables with
any of the arguments of the verbs until the entire verb ciusteomplete.
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Once it is completed, however, one has lost any recolleciavhich argu-
ment appeared at which place in the structirAnd so one cannot unam-
biguously arrive at the correct meaning.

We have argued that semantics really is quite a simplistatare. It
basically needs the arguments in the correct order unless th a way to
tell them apart. As soon as the concept has two distinctipasithat can be
filled by different arguments we must have semantic means of telling which
argument fills what place. If we don’t we are lost.

12. CoNCLUSION

The structuralist doctrine has it that syntactic structtae be assessed
mainly if not exclusively through the study of syntax alo@&&mantic con-
siderations are at best viewed as giving hints as to wheredio for evi-
dence. Yet it seems that the syntactic fine structure ureghiththe Min-
imalist Program is de facto justified by semantic considenat while the
official doctrine makes it appear to be a consequence of intstnatdtural
principles, parts of which are of questionable theoretstatus (for exam-
ple, Kayne's antisymmetry thesis, sgéayne, 1994). | have argued here
that by contrast, compositionality is a simple idea and &reth at least
pretheoretically by linguists of many persuasions. Moegpi¥ we properly
separate syntax and semantics then compositionality bex@npowerful
tool for investigating the structure of language(s).
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