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Some word formation patterns can be extended, some not, and some only sometimes. For example, when
a new noun enters the German language, it can be used to form new compounds like TikTok-Sucht, or
new derived words with patterns like -isieren (TikTokisieren). Other patterns are not extensible in the
same way (e.g., *TikToksam). Most word formation patterns are not fully productive.

The central question that has occupied word formation research for the past four decades is, how can
we explain the many differences in productivity? Some of the factors isolated as relevant for productivity
in word-formation are linguistic factors in the narrow sense: type and token frequency, semantic and
phonetic transparency of the word formation product (Hay & Baayen 2005), and a sufficient number of
un-derived bases (Aronoff 1976). Some factors are linguistic, but in a wider sense, like the medium of
the text (Plag et al. 1999) and its register (Baayen 1994).

Some factors, however, are located at the individual or group level. De Smet (2020) shows that the
proclivity to form new words varies from person to person. Productivity may be unevenly distributed
among language users, with only some coining new words – and many others reading, storing, and
repeating them. This shifts the focus to individuals’ production of words: Which ones are new, which
ones are repeated, and what are the factors determining both processes?

In a case study addressing these questions, I focus on one very prolific German writer, Thomas Mann.
With the help of his diaries and letters as well as secondary literature, I am currently constructing two
corpora: The set of all texts he ever wrote, and (an approximation of) the set of all texts he ever read.
These two corpora allow for a description of the relation between input and output for word-formation
patterns like -ieren and -sam, using both established productivity measures and semantic homogeneity
measures on the basis of word embeddings. It is also possible to model the input over time, and to
compare it to Mann’s output. To this end, I use Linear Discriminative Learning (Baayen et al. 2019).
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