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1 Abstract

Context-free grammars have been a cornerstone
of theoretical computer science and computational
linguistics since their inception over half a century
ago. Topic models are a newer development in ma-
chine learning that play an important role in doc-
ument analysis and information retrieval. It turns
out there is a surprising connection between the
two that suggests novel ways of extending both
grammars and topic models. After explaining this
connection, I go on to describe extensions which
identify topical multiword collocations and auto-
matically learn the internal structure of named-
entity phrases.

The adaptor grammar framework is a non-
parametric extension of probabilistic context-free
grammars (Johnson et al., 2007), which was ini-
tially intended to allow fast prototyping of mod-
els of unsupervised language acquisition (John-
son, 2008), but it has been shown to have applica-
tions in text data mining and information retrieval
as well (Johnson and Demuth, 2010; Hardisty et
al., 2010). We’ll see how learning the referents of
words (Johnson et al., 2010) and learning the roles
of social cues in language acquisition (Johnson et
al., 2012) can be viewed as a kind of topic mod-
elling problem that can be reduced to a grammat-
ical inference problem using the techniques de-
scribed in this talk.
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