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Notes on the Space Requirements for
Checking Satisfiability in Modal Logics

Marcus KRACHT

ABSTRACT. Recently, there has been growing attention to the space
requirements of tableau methods (see for example [7], [1], [12]). We
have proposed in [10] a method of reducing modal consequence rela-
tions to the global and local consequence relation of (polymodal) K.
The reductions used there did however not establish good time com-
plexity bounds. In this note we shall use reduction functions to obtain
rather sharp space bounds. These bounds can also be applied to show
completeness of ordinary tableau systems, which in turn yield space
bounds that are slightly different from the ones derived by applying
the reduction functions alone.

It has been shown by Hudelmaier ([7]) that satisfiability in S4 is O(n?logn)—
space computable, while satisfiability in K and KT are O(nlogn)-space
computable. An O(nlogn)-space bound for KD has been obtained by Basin,
Matthews and Vigano ([1]). Vigano ([15]) has shown that satisfiability in
K4, KD4 and S4 is in O(n?logn)-space. Nguyen has reduced these bounds
to O(nlogn) for K4, K4D and S4 in [12]. The bound for K has been improved
to O(n) by Hemaspaandra in [5].

We shall deal here with an abstract method for obtaining space bounds,
using reduction functions. Reduction functions have been introduced in
[9] and further developed in [10]. These functions were used to obtain a
number of folklore results on standard modal systems in a uniform way.
Examples were the finite model property and interpolation, but also com-
plexity. However, the bounds for local satisfiability obtained there were not
good enough. Here we shall improve these results rather drastically. In
some cases we shall obtain linear bounds (namely for K.D, K.alt;), while
in other cases we shall obtain a bound which is a product of the number
of subformulae and the modal depth. In some cases this is somewhat less
than the best known result (it can be quadratic in the length), in others it
is better. Typically, with the help of tableau methods we can also establish
the O(nlogn) space bound for most systems.
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1 Preliminaries

We refer to [9] for details concerning modal logic. The language consists
of the set {p; : i € w} of variables and the symbols L, =, A and, finally,
the modal operators O;, ¢ < g. (The letter ‘¢’ will be reserved throughout
this paper for the number of basic operators.) The symbols V and — are
used here, but they are only abbreviations. For sets of formulae we use
the following shorthand notation. For a formula ¢, dg(y) is the maximum
nesting of modal operators. It is called the modal degree of ¢. For a
finite set A, dg(A) is the maximum of the modal degrees of its members.

As usual, ;¢ denotes {p,1¥}, A; @ denotes A U {p} and A;O denotes
AUO. Thus A; p; ¢ is the same set as A; . For a formula ¢, sf(¢) denotes
the set of subformulae of ¢, sf™ () := sf(p) U{=d : § € sf(p)}, var(p) the
set of variables occurring in ¢. For a set A of formulae we put

(1) sf(A) = [ J{sf(6) : 6 € A}
(2) sf7(A) = J{sf7(6) : 6 € A}
(3) var(A) = | J{var(s) : 6 € A}

A modal logic is identified here with its set of theorems. The least monomodal
logic is called K. With ¢ the number of basic operators, the least g—modal
logic is denoted by K,. (So, Kg is PC, and K; = K.) With a modal logic
L, two consequence relations are associated: Fp, and IF. The first is called
the local consequence relation and is defined as follows. A Fp ¢ iff ¢
can be proved from A U L using only Modus Ponens. The second is called
the global consequence relation and defined as follows. A Ik ¢ iff ¢
can be derived from A U L using Modus Ponens and Necessitation.

Problems are functions f : A* — {0,1}, where A is a finite set of so—
called letters. We shall study the problems ‘A Fp ¢’ and ‘A I ¢’ for
various logics L, which are the following. Given a finite set A and a formula
o, determine whether A F; ¢ (A IFp ¢) and if so, output 1, and if not,
output 0. Given a complexity class C, a problem f is said to be in C if f is
computable in C; f is C—hard, if for any problem g in C there is a function
h in C such that foh = g; and f is C-complete if it is both in C and
C-hard. We assume that C is closed under composition.

Definition 1.1 Let L be a modal logic and C a complexity class. We say
that L is locally in C (is locally C-hard, is locally C—complete) if the
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problem ‘A bp, ¢ isinC (is C-hard, is C—complete). Likewise, L is globally
in C (is globally C-hard, is globally C—complete) if the problem ‘A -y, ¢’
is in C (is C—hard, is C—complete).

Recall the following. First, let [(1*¢ be defined by induction as usual.

(4) |:|<1<p =

(5) D<k+1<p = A DD<kg0
Also,

(6) OFA = {06 : 6 € A}

(7) O<kA = {O<k5:6 € A}

Lemma 1.2 (a) A lFp ¢ iff for some k: O<FAFp . (b) Ik o iff Fr .

Given a finite set A and a formula ¢, we have A Fp ¢ iff Fp AA —
o iff Ik, AA — ¢. Thus, local derivability problems are equivalent to
local satisfiability problems, which are subproblems of global derivability
problems. (Moreover, the transformation is log—space computable.)

Proposition 1.3 Let C be a complezity class and L a modal logic. If L
is locally C—hard, it is also globally C—hard. If it is globally in C, it is also
locally in C.

Since satisfiability in consistent modal logics is at least NP-hard, the
complexity of satisfiability in modal logics does not change under linear
reductions. (For the inconsistent logic the satisfiability and derivability
problems are of course trivial.)

2 Reduction Functions

Definition 2.1 (Local Reduction Function) Let L C M be two logics.
Let' Y be a function defined on the set of finite sets of formulae, with range
the set of finite sets of formulae. Y is called a local reduction func-
tion from M to L if A by iff (1) A;Y(A;59) Frow, and (2) for all A
var(Y(A)) C var(A).

The condition on variables will not be needed here but is essential in
proofs concerning interpolation (see [9]).

Definition 2.2 (Global Reduction Function) Let L C M be two log-
ics. Let X be a function defined on the set of finite sets of formulae, with
range the set of finite sets of formulae. X 1is called a global reduction
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function from M to L if Ay o iff (1) A; X(A;0) I @ and (2) for all
A var(X(A)) C var(A).

These definitions are as given in [10], where the following were established
to be global reduction functions:

(A) :={0x — OOy : Ox € sf(A)}
X1(A) :={0Ox — x : Ox € sf(A)}
Xg(A) :={—-x — 00Oy : Ox €sf(A)}
Xo(A) =={

(A) :={

(A) ={

-Ox — —-0(x v -0Ox) : Ox € sf(A)}

-Ox — O-x : Oy e sf(A)}
Additional reduction functions for K.D and K.5 are

(14 Xp(A) = {011}
(15) Xs5(A) :={-0Ox — O0-Ox : Ox €sf(A)}

The functions X¢, X5, are reduction functions to K4, Xg,, is a reduction to
S4. All others are to K.

The results of this paper could be slightly improved if we define a function
on the basis of the pair (A, @) rather than the set A; p. However, this gives
no improvement on the theoretical complexity of the algorithms. Hence we
have ignored this finesse here.

3 Local and Global Tableaux

We shall first sketch a method for obtaining space bounds for (polymodal)
K. The first calculus, basically folklore (see [13]), shall be called the local
tableau calculus, to distinguish it from the second, the so—called global
tableau calculus.

The calculi as presented below operate on sets of formulae, while they
should be thought of as operating on strings. This is just a matter of
presentation. The space estimates will be always given in terms of the
input string, which is an ordered sequence of formulae. For the purpose of
the calculus, let Ag; := {x : O;x € A}. The rules are as follows.

(=E) A; fcp (AE) A;.so A P
A,(p A,QO,Q/J
(v ey oF) 2

A; | Ay =y Ag,; —p
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A tableau for A is a maximally 2-branching tree with nodes labeled by
finite sets of formulae and a name of a rule (except for leaves) such that the
root is labeled A, and the following holds.

1. If  has label (-E), (AE) or (,E), then it has a unique daughter and
the daughter carries the appropriate label.

2. If x has label (VE) then it has exactly two daughters, one for each set
mentioned by the rule.

A tableau is closed if all leaves carry a A such that 1 € A or both ¢ € A
and - € A for some . A is rejected by the tableau calculus if it has
a closed tableau. We remark without proof that this calculus is sound
and complete for K in the sense that a set of formulae is rejected iff it is
inconsistent. For the purpose of computing with tableaux we shall think of
the sets of formulae as sequences possibly containing multiple occurrences of
formulae. The semicolon is then to be thought of as sequence concatenation.
It is possible to remove double occurrences of formulae (to save space). In
this case we agree to keep the first occurrence of a formula in the sequence.

The local calculus is just part of the global calculus, which is as follows
(see also [3]). It runs on pairs of sets of formulae, separated by {. We
interpret © 1 A as a set of formulae of which the members of © hold globally
and the members of A hold only locally. The rules are as follows.

(-E) @TA;fcp (AE) @TA;.W.\”@!J
OtA;p 1A 0
(VE) O 1A~ (pAY) (O,E) O1A;-0Ojp
CR ATICRRAN R 010;Ag;; -

This calculus is also sound and complete in the following sense. © t ©; A
has a closed tableau iff = A A globally follows in K from ©. This is easily
seen. If we put © := @ we obtain the local calculus.

Notice that both tableau calculi use a somewhat larger set than the set
of subformulae. Namely, if the starting set is A (or © T A), then the sets in
the tableau remain within the set sf™(A) (sf(0; A)).

4 Space Requirements of the Tableaux

We shall deal now with the space requirement for these tableau calculi.

Definition 4.1 (Syntax) Let g be the number of basic modal operators.
A= {p,0,1,A,~, 1,0}, S := {;,1}. Members of A are called logical
symbols. The set of g—modal fomulae is a subset of A*, which is defined as
follows.
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~

. 1 is a formula.
If a € {0,1}*, then pa is a variable. A variable is a formula.

If v is a formula, so is —p.

™ e e

If ¢ is a formula, and « the binary code of a number < q then Oagp
s a formula.

5. If ¢ and x are formulae, so is Npx.

If g = 1, we use O in place of OO in Item 4. Sequences of formulae (and
pairs thereof ) are elements of (AU S)*, which are defined as follows.

1. FEvery formula is a sequence of formulae.
2. If A and A" are sequences of formulae, so is A; A,

3. If © and A are sequences of formulae, © T A is a pair of sequences of
formulae.

Unique readability can be shown for this notation. Notice that formulae are
coded in Polish Notation, but quoted in running text in the usual way. The
length of a formula, sequence or pair of sequences of formulae is its length
as a string, denoted by |A|. To eliminate dependency on variable names,
one defines the modified length, ||A]|, as follows.

L[ L] = [lpal] = 1.

2. [[=¢ll == [|0]] := ||Bagl] = [lel| + 1.
3 Ml Al = [l + ]| + 1.

A (1A A= AL+ (1A

In general, ||A]| < |A]. The most common length count is actually ||All,
which works however only if the number of operators is finite. (Otherwise,
the length of o must be counted as well in the second clause above, but not
in the first.) For details see [14].

It is worthwhile to explain here a measure of length that is used in [10].
Suppose that A is given. Then let §A := card(sf(A)) be the number of
subformulae of A. We remark here that [|[O<%¢|| = k(||¢|| + 1) — 1 and
1(0<Fp) < (8p) + 2(k — 1). For sets we have

(16) 1B<FA[| < &(|A]]) — card(A)
(17) $(O<FA) < 2(k — 1) card(A) + A
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Most complexity results could be stated alternatively with this length func-
tion, though it is somewhat different from |A|. Notice that the space needed
to code A is not predictable from A alone, since A contains variable names
of unpredictable length.

Proposition 4.2 log, ||A]] < A < ||A]].

None of the bounds can be improved. Let A be a set of formulae without
1 in which every variable occurs at most once. Then A = ||A||. For the
other inequality, define

(18) Xo ‘= PO» Xn+1 ‘= AXnXn

Xn has n + 1 distinct subformulae and is of length 27+! 4+ 27~! — 1. Thus,
log, || x| is asymptotically equal to #x,. (This shows that log, ||Al] < A
can in general not be improved.)

Computations considered here are implemented as computations over
strings of formulae, which however represent sets of formulae. Since in sets
we do not count repeated items, this leads to a slight improvement of the
space complexity bounds.

Lemma 4.3 A member of sf(A) needs O(log§A) space to code.

To that effect, think of A as written onto a tape. A set of subformulae of
A can be coded by marking on A all positions where a subformula belonging
to that set begins. This explains the bound log, |A|. However, notice that
(a) there are positions where no subformula begins (so the bound may be
log, ||Al]), and (b) A may contain the same subformula several times (which
reduces the bound to log, fA). So we do the following. We use a second
tape, where cell number j contains o iff cell number j on the input tape
begins a subformula, and moreover, no cell number ¢ < j on the input tape
begins the same subformula. All other cells are marked by e. Evidently,
since the rules manipulate effectively only sets of subformulae, we need to
deal exclusively with those cells marked o in place of all cells. The auxiliary
tape has length |A| but only §A many cells marked o. Hence, the binary code
of these cells (counted ignoring the e cells) consumes only log, fA space. To
generate that tape, a few read heads are needed to scan the input. Hence we
can eliminate the auxiliary tape by introducing several read heads on the
input tape (equivalently, consuming additional O(log, |A|) space). Since
the initial sequence, A, is on the input tape, its space requirement is not
counted for the space complexity.

A binary tree domain is a subset 7" of {0, 1} such that (a) if §°j € T
then § € T, (b) if §°1 € T then §°0 € T. A binary branching tree can
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be coded by a binary tree domain. A tableau can be coded as a set 7 of
quadruples of the form w = (8, p, @, A), where §is a binary sequence, p the
name of a rule, & a binary sequence, and A a sequence of formulae. More-
over, the set of §'such that there is (S, p, @, A) shall form a tree domain, such
that the following holds: for each w = (877, p, @, A) and w’ = (5,0,7, A’)
in 7, A is obtained from A’ by applying rule p to the nth formula of A’
where # is the binary code of n. Moreover, if p = (EV), the nth formula is
—(@ A¢) and j = 0, then —¢ is chosen to form A, and if j = 1, then —
is chosen. (Notice that if §= ¢, the empty word, p and @ can be anything,
for example 0.) § is called the name of w, and A its label. The pair p, @
is called the transition code. Notice immediately that p is redundant in
presence of @. If v has label §77, j € {0,1}, then v is called a daughter of
w.
We shall first deal with the local tableau calculus.

Lemma 4.4 Let A’ be the label of a daughter of w in a local tableau, and
A the label of w. Then |A’] < |A|. Moreover, ||A’|| < ||A]].

It follows that the length of a branch is linearly bounded in the number of
logical symbols of Ay, the starting sequence. Now notice the following. Each
daughter node is uniquely determined from its mother node by naming: (a)
which formula the rule has been applied on, (b) whether we choose the left
hand branch in case the formula is of the form —(¢ A ), or the right hand
branch. The information (b) is actually present in the name of the node and
need not be given, since for the leftmost formula the node named 50 is chosen
and for the rightmost formula the node named §1. All other information
can be recomputed. So we may store the tableau as follows. Instead of
(8,p,u,A) for §# ¢ we only store (3,@). We have [3] < log, [|Al], as we
need to perform tableaux rules only once per occurrence of a subformula.
Also, |1 < log, |A|. By Lemma 4.3, @ has length < log, fA. Finally, if
we code only branches, § can be reduced to its last member, so is in effect
constant. So, a branch for A in a local tableau needs O(]|A||log, #A) space
to code.

Here is an algorithm that computes only a single branch at a time. Start
with the tableau consisting of just one node and the opening sequence, and
call x unfinished.

1. If z is unfinished and (=E), (AE) or (VE) is applicable on a formula
then: x remains unfinished. Apply the rules once to the leftmost
possible formula. In case of (VE), choose the leftmost disjunct. This
creates y. y is unfinished. Continue with y.

2. If = is unfinished, and only (OE) is applicable at x then: apply (JE)
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to the leftmost possible formula, create a successor y. ¥ is unfinished.
Continue with y.

3. If z is unfinished and no rule is applicable then: if it contains a formula
and its negation, x becomes closed. If not, x becomes open. Continue
with z.

4. If x is closed and has no parent node: exit. ‘There is a closing tableau.’
5. If x is closed and has parent y:

(a) If y is a (VE)-node and z is the left hand daughter of y then:
create right hand daughter z. z is unfinished. Continue with z.

(b) Else: y becomes closed. Continue with y.
6. If x is open and has no parent: exit. ‘There is no closing tableau.’
7. If x is open and has parent y:

(a) Ifyisa (VE)-node, a (AE)-node or a (—E)-node then: y becomes
open. Continue with y.

(b) If y is a (OE)-node then: take the next suitable formula to apply
(OE). If it does not exist, y becomes open. If it exists, y becomes
unfinished. Continue with y.

Since branches are bounded in length by ||A|| we get the following.

Theorem 4.5 [t can be checked in O(]|Alllogy 8A) space whether a given
set A of fomulae is satisfiable in (polymodal) K.

Since A < ||A]| < |A| this trivially implies that also O(||A[]log, [|A]])
is also sufficient. Since complexity is typically measured in terms of ||All,
Theorem 4.5 is slightly better than the standard ones.

The tableau method can be applied also to other logics. For example,
[13] has shown that if one adds the following rule

(19) (OT) AiUe

Asp
the resulting calculus is sound and complete for K.T. (This can be proved
also using reduction functions on the basis of the completeness of the cal-
culus for K.) Evidently, no branch needs to be longer than A, so we can
restrict the space to O(||A[] log §A).

Recently, Hemaspaandra [5] has observed that the space bounds can be
improved even further. First, observe the following.
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Lemma 4.6 A subset of sf(A) needs O(§A) space to code.

Namely, just note that a subset can be coded as a set of cells on the
auxiliary tape (see the remarks following Lemma 4.3). Hemaspaandra steps
directly from a downward saturated set to another downward saturated set
using the following single rule:

A; ﬁDjX
(Ag,; ~x)*

Here, ©* denotes a saturated closure of ©. This rule eliminates the rules
(mE), (AE) and (VE). A downward saturated set is simply a subset of
#A. However, Hemaspaandra makes the following crucial observation. Let
sf(d, A) be the set of occurrences of subformulae that are exactly inside
the scope of d many . It is clear that sf(d, A) Nsf(d’, A) = & whenever
d # d'. (Think of occurrences as cells of the input string.) Now, if the set
of occurrences above the line of (OH) was within sf(d, A), then the set
of occurrences below the line is within sf™(d + 1, A). Therefore the entire
tableau can be coded inside sf™(A). Namely, a tableau is a sequence of
the form ((A;,xi) : 7 < n), where A; is a downward saturated subset of
st7(i,A) and x; € A; the formula on which the rule is operated next. It is
checked in linear space whether a set is downward saturated. The nondeter-
minism in choosing a successor set does not affect the space complexity. We
can backtrack on the saturation (the saturated closures can be effectively
enumerated), and we can backtrack on the formulae on which the rules have
operated.
Now put

(20) f5(A) = card( | ] sf(n, A))

new

(OH)

(So, in #5A we count two occurrences of a subformula as different just in
case their degree of embedding is different.) Hemaspaandra’s result can
be improved to O(#sA). It can be seen that #5(A) < dg(A)FA < (HA)2.
Namely, the degree of embedding is bounded from above by the number
of subformulae. Hence there are at most §A occurrences of a subformula
that have pairwise different degree of modal embedding. This bound can,
however, not be improved. Define

(21) oo = pO0, On+1 = Nop,Uoy,

Then §{c,} = 2n+1, dg(o,) = n, §s({o,}) = (n+1)2. With badly designed
formulae, therefore, Hemaspaandra’s result gives us only O((#A)?). It is
such type of formulae that occur a lot with the reduction functions.
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In order to boost this up for the minimal ¢-modal logic K, we just have
to replace the number d by a sequence of numbers < g. Thus, we define the
following sets. Let A be given. Then for each occurrence of a subformula
we define the following.

1. For all § € A: § e sf(e, A).

2. If =x € sf(@, A), then y € sf(a, A).

3. If p A x €sf(@,A), then ¢, x € sf(d, A).
4. If O;x € st(@, A), then x € sf(@™j, A).

Thus for each occurrence of a subformula x there exists a unique sequence &
such that x € sf(@, A). (The reader should not be mislead by the notation
‘x’ to think of a formula; rather, one should think of it as an occurrence of
a subformula. Otherwise, & is not unique.)

Theorem 4.7 (Hemaspaandra) It can be checked in O(||Al|) space whe-
ther a given set A of formulae is satisfiable in (polymodal) K.

Now we shall deal with global tableaux. In a global tableau for © t A, a
node contains only members from sf(A; ©). Let n be the cardinality of this
set. As remarked earlier, we can design the calculus in such a way that no
formula occurs twice in a sequence. Now, a formula may or may not occur
in a set, and it may occur negated or unnegated. Hence there are at most
3" different labels. If this is so, then we immediately see that if a branch is
of length > 3™ and closed, then there is a branch of length < 3™ that is also
closed. This means that a branch of length > 3™ may simply be regarded
as open. This bound can be sharpened. We let p := 40 and ¢ := §A. Then
branches need only be 37 + ¢ deep. This is immediately lowered to 2P + ¢ by
noting that if a branch closes with A, it closes with any superset A’ O A.
In other words, partiality may help to keep branches short, but it does not
increase the length. This is cognate to the following theorem, which is a
refinement of Lemma 3.1.9 of [9] (for which almost literally the same proof
can be used).

Theorem 4.8 Let A be a set of formulae and ¢ a formula. Then put
p:=14A and q:=tp. Then Alrg ¢ & DO<FHHIA R o,

Corollary 4.9 Let ¢ < w and K := K,. It can be checked in O(2"logn)-
space whether or not A lbk ¢, where n = §(A; ).

This follows from the fact that the length of branches has an exponential
upper bound. Notice that this length bound cannot be significantly reduced.
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In [10] we have shown that the number of (OE)-steps is in some cases
O(2°V™) for some ¢ > 0, and this means that it is unlikely that one can
do with less than exponential space. It can be shown on the other hand
that there is an exponential time algorithm checking global satisfiability.
Moreover, the following is also known (see [14]).

Theorem 4.10 (Spaan) K is globally EXPTIME—-complete.

Notice that this result holds also if a different measure of length is taken,
namely the number of subformulae. This is of some importance later on.
From this we shall obtain upper bounds for the global time complexity for
many modal logics.

5 Space Bounds via Reduction Functions

Lemma 5.1 Let L O K. Then the following holds with respect to the num-
ber of subformulae, with respect to the length, and the modified length. Let
X be a global reduction function from L to K. If X is polynomial, L is
globally EXPTIME.

The global reduction functions defined above are quadratic in the (mod-
ified) length. Hence it is established that the logics discussed here are
generally globally in EXPTIME. This follows from the following observa-
tion. Suppose that L = K® 2. Tt is easy to see that X(A) consists of
substitution instances of some members of =Z. Thus, all we need to know is
what to substitute for the variables. The functions given earlier have the
property that the formulae that are substituted for the variables are from
sf7(A). For example, Xg(A) = {-0Ox — O-0Oy : Ox € sf(A)} is obtained
by substituting -0y for p in p — O-O-p, and B = K@ p — OOp. Of
course, ¢ abbreviates —-[J-; and we have replaced ==y by Oy, but this is
harmless cosmetics. This motivates the following.

Definition 5.2 Let X be a reduction function. Suppose that there is a
finite set © such that X (A) consists of some or all substitution instances of
© by members of st7(A) for its variables. Further, let n be the number of
variables in ©. Then we call X an n—analytic global reduction function
with skeletal set ©.

It is checked that all reduction functions defined above are 1—analytic.

Lemma 5.3 Let X be n—analytic with skeletal set ©. Then $X(A) < 10O -
(#a)".
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Theorem 5.4 Let L and M be modal logic. Suppose that X is an n—
analytic skeletal global reduction function from M to L. Then if L is globally
in EXPTIME with respect to any of the measures, then so is M.

Clearly, this theorem can be generalized in the following way. If X is a
global reduction function from L to M satisfying the analogous conditions,
and if M is in C, then so is L given that X is C—computable. Notice that
if X reduces L to M and Y reduces M to N, then Y o X reduces L to V.
Moreover, the property required in the previous theorem is also preserved.
So, the reductions can be cascaded. This is needed when we want to reduce
G to K, for example. The reduction functions given are only from G to K4.
However, we also have reduction functions from K4 to K. We shall refrain
in the sequel from noting these obvious generalizations.

The local satisfiability problem still needs discussion. It will be treated
by factoring the local reduction functions into a global reduction function
plus a function bounding the depth of the tableau. The reduction functions
given above are 1—analytic. This is not always so, for example with K4.3.
The following is a global reduction function for K4.3 to K4:

(22)  X3(A) = {-Ox A -0x — -0O(x vOx) v -0 vDOx)
V=00 vx) :Ox, Ox' € sf(A)}
Of course it requires proof that this is a reduction function. Notice however

that these formulae are instances of the characteristic axiom: replace p by
—x and ¢ by =Y’ in

(23) OpAOq— O A0 VOMAOP)VOPAQ)

X3 is skeletal but only 2—analytic. (In fact, there does not exist a 1-analytic
reduction function; otherwise S4.3 would have interpolation, contrary to
fact.)

Lemma 5.5 Let X be a global reduction function from M to L. Then there
exists a function p from sets of formulae to natural numbers such that

(24) Y(A):={0® 99 e X(\A— o)}
1s a local reduction function from M to L.

Proof. A ks ¢ implies IFpr A A — ¢, which in turn implies X(A A —
©) Ik ANA — ¢ and so O X (A;¢) b, A A — ¢ for some number p de-
pending only on A A — ¢. Put p(AA — ¢) := p. Then A;OFX(AA —
©) FL ¢, as promised. [ |
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There is a slight problem in the definition of p. We have defined p such
that p(AA — ¢) := p, while technically p should depend only on A;¢p
(that is, not knowing what is premiss and what is conclusion). This can be
dealt with in two ways: (a) We make the reduction functions sensitive to
this distinction (which gives more subtle bounds), (b) we take the maximum
over all numbers for partitions of A;¢ into a conclusion and a premiss set.
(b) is less optimal but asymptotically the difference can usually (and in the
present cases definitely) be ignored.

Definition 5.6 Let M and L be modal logics, X, Y and p as in the previous
lemma. If X is n—analytic with skeletal set © Y is also called n—analytic
and depth reduction function p.

Notice that the local reduction need not be skeletal even if X is. However,
there is an important case in which Y is once again skeletal.

Definition 5.7 A reduction function X splits if
(25) X(Asp A ) = X (A0 = ) = X(A;039)
The following is shown in [9] and establishes the relevance of this concept.

Theorem 5.8 Suppose that X is a splitting global reduction function from
M to L. Then if L has interpolation, so does M.

If X is splitting, X(AA — ¢) = X(A;¢). All reduction functions
defined above are in fact splitting and skeletal.

Proposition 5.9 Suppose that X is a splitting n—analytic global reduction
function with skeletal set ©. Further assume that p is a function from sets
of formulae to numbers such that

(26) Y (A) := {OP®Hy 9 e X(A)}

18 a local reduction function from M to L. ThenY is n—analytic with skeletal
set ©, and splitting. Moreover,

(27) EY(A) < 2p(A) card (X (A)) + X (A)
< 2p(A)(HA)" + (2A)"20

Notice that for the logics discussed in this paper, p(A) < fA. So, if
n > 0, the second term wins for large #A. This is still suboptimal. Define

(28) Y/(A) =0 A X(A)
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Then
(29) HY'(A) < 2p(A) +4(/\ X(A)) < 2p(A) + 280(4A)"

In order to use Hemaspaandra’s results we need to bound the number
#5(Y'(A)). However, notice that for any set I' of formulae #5(I") < fT"-dg(T).

Theorem 5.10 Let n > 0. Suppose that Y is an n—analytic local reduction
function from M to K with skeletal set © and depth reduction function p.
Assume that p(A) < $A. Then for given A a tableau can be computed using
O((£A)" - dg(A) space.

Proof. For checking satisfiability, we check whether A -y 1. We construct
a tableau for ¥ := A;Y'(A; 1) in place of A. #5(X) < dg(X) - §%, which
is asymptotically of the magnitude O(dg(A)(A)™). This is also the space
bound. [ |

In certain cases we can eliminate the additional factor dg(A). Xp for
example is O-analytic. Here, Y(A) := 0<%+ which has length
O(dg(A)). Hence the reduction function adds sublinear material.

Corollary 5.11 Satisfiability of A in K.D is in O(||Al|) space.

This can be sharpened to O(fsA). For other logics Hemaspaandra’s
method gives O(§A -dg(A)). A second case is reduction functions which are
degree homogeneous, such as X,i,. Here the following is a local reduction
function:

(30)  Ya, (A) :={O0%-0Ox — O-y) : Ox € sf(d,A),d < dg(A)}

Also here we can apply a little bit of cosmetics. Put

(31) (D)= A\ Xan, (s£(0, A))
A (O N Xar (s£(1, A))
A (O N Xar (s£(2, A))
)

Here, every member of sf(d, A) is multiplied by two occurrences, and both
have the same depth of embedding. In addition, there are O(§A) new oc-
currences of subformulae. Thus, §5Y,}, (A) is linear in §sA. Thus we have
shown the following result (which can also easily be shown by adapting

Hemaspaandra’s calculus).
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Theorem 5.12 K.alty is locally in O(||A]])-space.

Corollary 5.13 Let M be any union of the following logics: K, K.T, K.B,
K.alty, K.D. Then M is locally in O($A dg(A))-space.

For a proof we only need to show that the depth reduction function is
linear in §A. This in turn means that the length of a maximal path in a
minimal model for a consistent formula set must be linear in fA. For the
model is basically created in all these cases from bundling open paths in
open K-tableaux into a model (and defining the relation suitably). Clearly,
for the postulates T, B, D, and alt; this is satisfied. A model needs to be only
as deep as the modal depth of the formula set. (See the model construction
procedure of [9].) By way of example, we give a proof of the fact that Xp
is a skeletal reduction function with linear depth reduction function.

Theorem 5.14 Let L be a subframe logic whose class of frames is closed
under passing from the relation to its symmetric closure. Then Xg is a 1-
analytic skeletal global reduction function of L.B to L. Moreover, Yg(A) :=
O<de(A)+H X5 (A) is a local reduction function.

Proof. The skeletality of Xg is easy to see. We prove that Yg is a local
reduction function; it follows directly that Xg is a global reduction function.
Assume that A; 059 Xg(A; @) is L-consistent, where ¢ := A. We will show
that A is L.B—consistent, the converse being easy. Pick an L—frame § =
(F, <), a valuation 8 and a world = such that (F,3,z) F A; 059 Xg(A; ).

Let &8 be obtained by replacing <1 by its symmetric closure, €. §Z £ L.B,
by assumption on L. By induction on x we show that for all w reachable
in at most ¢ — dg() steps from x:

(32) F2.puw)Ex & (§.8,w) Fx

The only critical step is x = Or. From left to right this follows from the
fact that if x <y then also = 4 y. For the other direction, assume we have
(FB, 3,w) ¥ Or. Then there is a v such that w € v and (FZ, 3,v) F -7. If
w < v, we are done. Otherwise, v < w. However, we have (§, 8,v) E -1 —
O-0-7. (For  F O0%¢(=7 — O-0-7), and v is reachable in at most ¢
steps from z.) So, if (F, 3,v) F =7, we have (§, 3,w) E -Or. This means
that (§F, 3, w) ¥ O, as promised.

Now let G be the set of all points reachable from z in at most ¢ steps;
let & be the induced subframe of FZ and let v(p) := B(p) N G. Since L is
a subframe logic, & is a frame for L. It is symmetric, therefore a frame for
L.B. We claim (&,v,x) E A. Namely, the following is established by an
easy induction: for all points y reachable in at most p steps from x and all
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subformulae x of A of depth < ¢ — p, (8,7,%) F x iff (Z,v,9) F x. The
claim now follows since A has degree ¢ and therefore every member of it is
true at w. Hence A is L.B—consistent. |

We remark that in the definition of Yg we could have dropped all formulae
of degree > dg(A). This gives an improvement by a factor 1/2, which is
however ignored in the O—notation.

6 Transitive Logics

A logic L is transitive if it contains the axiom 4: Op — OOp. It is imme-
diate that for transitive logics A Iy, ¢ iff A;OA Fp . This transformation
of problems is linear. Hence, a transitive logic is globally C—hard (globally
in C, globally C—complete) if and only if it is locally C-hard (locally in C,
locally C—complete). Also, if X is a global reduction function from M to
L 2 K4,Y(A):=0<2X(A) is a local reduction function from M to L. One
immediate consequence is the following.

Corollary 6.1 Let C be closed under linear transforms. Then if K4 is lo-
cally in C, so is G, $4, K4.D, and Grz.

Thus, we only need to establish the local complexity of K4. We can
try Hemaspaandra’s methods again. In place of the rule (OH) we take the
following rule:

I OA; -0O%; -0y

(%) (EHY (A;0A; —x)*

where I' is a set of formulae of degree 0. Once again the calculus steps
from downward saturated sets to downward saturated sets. A downward
saturated set takes O(#A) space to code. The formula on which the rule
operates takes O(log ||A||) space. Now observe the following. (a) If [J§
appears above the line, it also appears below. (b) If =[J§ appears below
the line, it also appears above. So, the set below the line is characterized
uniquely by the set of (0§ that occur in it in addition to those that are
above the line. Further, we we shall show it is not necessary to use the rule
twice on the same formula —(Jy. Thus, for backtracking, we need a record
only of (a) the variables occurring in the set, (b) the formulae (06 that are
being added, (¢) the formulae —[1§ that are being retracted, (d) the formula
=y. So the tableau is stored as a sequence ((4;, B;, C;,9;) : i < n), where
A; is a set of variables, B; a set of subformulae of the form [0, C; a set
of subformulae or their negations of the form —[Jd, and §; a subformula.
Then a variable is true at node i iff it is in A;; a subformula [ is true at
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i iff it is in some Bj, j < 4; finally, -0 is true iff it is not in any C; for
J < i, and not equal to any of the d;, j < i. Clearly, since the B; and the
C; are pairwise disjoint but otherwise of any size, they can only be globally
estimated. The bound is A - log#A. Given that the length of a branch is
bounded by §A, the overall bound is §A - card(var(A))+3fAlog tA. Finally,
look at the transition

I, 0A; -0O%; =0y
(A;OA; =x)*

(34)

The set T of nonmodal formulae does not influence the formula set below
the line. So, A;, j < %, is not needed in backtracking. In other words, we do
not backtrack to another choice of the values for the variables. This means
that all we need to do is to keep a record of ((B;,C};,d;) : j < i), which is
of size O(fAlog fA).

Theorem 6.2 (Nguyen) Satisfiability in K4 can be checked using only
O(fA - log $A) space.

Corollary 6.3 Satisfiability in G, 54, Grz is in O(§A - log A)—space.

There is also a proof using global tableaux. This proceeds by bounding
the number of applications of the rule (JE). We shall start with a global
K-tableau for

(35) X4(A);{pV -p:pevar(A)} T A

Suppose that no closed tableau exists. (This is the same as to say that A
does not globally follow from X4(A) and {pV —p: p € var(A)}.) Then we
construct a model as follows. The nodes are all downward saturated sets
occurring in any open branch of a tableau that has the form X T © such
that 3 did not appear in a previous node of that branch. By the fact that
we have a tableau in which p V —p is contained everywhere in © for each
variable occurring in A, downward saturated sets will either contain p or
—p for these variables.

We put O 131 <073 iff © 3 appeared above © T X5 in that branch.
Then we put « := <", the transitive closure. This defines a frame. We
define B(p) := {O 1% : p € X}. It can be checked that in this model, x
holds at © 7 X iff it is in X. The model is transitive, and therefore we have
a K4—model for A.

Lemma 6.4 Suppose that b is a branch in a global K-tableau for
(36) Xa(A);{pV -p:pevar(A)}TA
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Suppose further that (OE) has least priority and that there exist no two
downward saturated nodes © 131 and © 139 such that X1 = Xo. Then (JE)
has been applied at most 3 - 2" times, where n is the number of variables
occurring i A.

Proof. In a local tableau, the number of applications of (JE) within a
branch is bounded by the modal depth of the formula. More precisely,
it is bounded by the number of nested negative occurrences of [1. In a
global tableau, the left hand set feeds the right hand side each time (OE)
is executed. However, the set that is being added is always the same. We
have

(37) Xa(A) = {~(Ox A -O0y) : Ox € sf(A)}

A downward saturated set is of the form O; P; N, where O C {p,—p :p €
var(A)}, P C {Ox,00x : Ox € sf(A)} and N C {-0Oyx : Ox € sf(A)}.
Suppose that some set contains [y for some Oy € sf(A). Then, since it
is the saturation of a set containing —(Ox A “0O0x), it also contains OO
Thus, after one application of (OE) we have that [y is contained in the
set below the line as well, and after saturation also OJy. Hence, the set P
cannot shrink, while the set N cannot grow. So, in passing from O; P; N to
O'; P'; N' we must have either N 2 N’ or P C P, or O’ # O. Moreover,
as long as N = N’ and P = P’, O may never occur again. This yields the
bound. [ |

The bound obtained in this way is too rough for our purposes. However,
notice that downward saturated sets correspond to nodes in a model. More-
over, if N/ = N and P’ = P, this means that we move inside a cluster. The
cluster size is at most 2. However, it is not necessary to form big clusters
all the time. We can avoid forming nontrivial clusters in most cases. In
effect, one can show that if there exists a closed tableau then there exists
a closed tableau with the following property. If at some step N = N’ and
P = P’, then there is a formula =y for which (OE) is applied, and this
formula will never appear in a successor cluster again. In terms of models
this means that if there exists a model then there exists a model such that
if we have a nontrivial cluster where —[Jx is true, then this formula will be
false in all clusters succeeding that cluster. This is what we shall show now.

Let § = (F, <) be a frame. A path of length n is a sequence II = (w; :
i < n+ 1) such that w; < w;41 for all ¢ < n. II is nonrepeating if for
no ¢ < j, w; = w;. We shall show that the size of nonrepeating paths in a
minimal model is linear in #A. The following proof is an adaptation of the
proof methods in [10].
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Lemma 6.5 Let M O K4 be a cofinal subframe logic. Then a consistent
formula set A has a model in which every monrepeating path has length
<A,

Proof. Take a model (F,0,2) F A. Let ¢ € sf(A). Call a point y x—
critical, if (a) (§,0,y) E x and (b) from (§,0,2) E x and y < z follows
z <y. Evidently, if y and ¢y’ are y—critical and y <y’ then 3’ <y as well.
Moreover, if y satisfies {x, then there is a critical z such that y < z and
z satisfies x. Take a cluster C'(u) = {v : u<v < u}. If |C(u)] = 1, we
remove C(u) if it is not critical. If |C'(u)| > 1, and it contains critical
points, then we keep for each x € sf(A) exactly one y—critical point, if the
cluster contains one. If |C'(u)] > 1 and C(u) contains no critical points, we
remove all points. Let G be the set of remaining points. Call the induced
subframe &. Denote by « the valuation induced by 8 on . We claim that
(6,7,2) E A. In fact, we show that for each formula x € sf(A) and each
y € G:

(38) B,vy)Ex < ($.06y)FXx

Indeed, if x is a variable, this holds by definition of . The only nonobvious
step is x = Ox’. Assume that (&,~,y) F Ox’. Then there exists a z € G
such that y < z and (6,, z) E x’. By induction hypothesis, (F,5,z) E x’
and so (§, 8,y) E Ox’ = x. Now assume that the latter holds. Then there is
a x'—critical successor z of y. Therefore, (F,3,2) E X’ and since z € G, we
have (&,, z) E X’ by inductive hypothesis. Therefore (&,~,y) F Ox’ = x.

It is clear that a point is y—critical in (§, §) iff it is y—critical in (&, ~).
Finally, we count the number of points in a nonrepeating path. Let y,v" € G,
and y < 3y’. Since y and y’ are critical they must be critical for different
formulae. Hence we have at most §A points in a nonrepeating path. |

This gives the following.

Theorem 6.6

(39) Abap & AOHEDTLX(A0) bk p
Using Theorem 5.10 we get

Corollary 6.7 K4 is in O(fA dg(A))-space.

It follows with the help of the previous results that also G, Grz, and
S4 are in O(§A dg(A))-space. This is somewhat different from the bound
O(l|1A[[Tog [|A]])-
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Using the formulae of [10] polynomial space bounds can be obtained for
all subframe logics, the degree of the polynomial equal to the number of vari-
ables needed to axiomatize that logic. This is not entirely straightforward
as they result from substituting into the skeletal set some complex formulae
built essentially from maximal consistent subsets sf(A). However, with a
set A given, a subset is linearly codable, and so the substitution instances
need only O((§A)™)-space to code.

It is known that extensions of S4.3 are cofinal subframe logics (see [2]).
For an extension of S4.3 only a single tableau needs to be computed. Hence,
such an extension is in NP and therefore NP—complete if consistent (see
[14]). The space bounds established here are O((4A)*log#A), where k is
the number of variables needed to axiomatize the logic. Hence k = 2 for
S4.3 itself. This may in many cases be suboptimal.

In a similar fashion, a lot more results can be shown. We can prove
that satisfiability in tense logic is in O(]|A||log#A), and that PDL with
converse is EXPTIME—complete (see [4]). Furthermore, the technique of
[8] shows that many splitting axioms preserve complexity bounds above
K4 and S4. This applies in particular (above K4) to .1, .2 and (above
S4) .Dum, to name a few. Using the standard Godel-translation, which is
linear, we get from Corollary 6.3 the space bound O(||A|| log [|A]]) not only
for intuitionistic propositional logic, obtained in [6], but also for extensions
of Int (for example, KC = Int + —p V ——p, the logic corresponding to S4.2,
or LC=Int + p — gV g — p, the logic corresponding to S4.3).

7 Conclusion

Although there exist quite sophisticated tableau calculi specially adapted
for logics extending K, the known (worst case) complexity bounds can typi-
cally be established using a purely combinatorial method based on reduction
functions. The method may not be as useful in actual applications; how-
ever, it has the advantage of being uniform, and it can be generalized in
various ways. A straightforward application of the method typically yields
only O(#A - dg(A)), but this latter bound is not necessarily worse than
the standardly proved O(||Al|log ||A|]) (which typically can be improved to
O(#AlogfA) at no cost). Also, based on tableau methods, the latter can
typically easily be established. Moreover, in the transitive case we obtain
the latter bound directly as well, using a modification of Hemaspaandra’s
calculus adapted for K4.
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