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Abstract
Though not the first to introduce the notion, Montague has lzekey

figure in promoting the principle of compositionality. Mague himself
proposed both an abstract program and a grammar for a fragrhienglish.

In his fragment he makes particular choices for the manifmulaof mean-
ings that have later been modified. This work has spark&awomerous
important developments. For example, Discourse RepraisemtTheory
targets a specific weakness of Montague Grammar, namelyahsldtion

of sentences as closed expressions. In this paper | shadl tina fate of the
compositionality thesis in the Montague Grammar tradition

1 Introduction

As is well known, Montague not only wrote about the Principl€ompositional-

ity but also produced concrete grammars to show that a catigrad account of
guantification (and other phenomena) is indeed possible.p&ipers now known
as PTQ (‘The Proper Treatment of Quantifiefiontague, 1978, UG (‘Uni-
versal GrammarMontague, 1970 and EFL (‘English as a Formal Language’,
[Montague, 1970 have been eye openers for the linguistic community. They
mark the birth of formal semantics. Not that there has noblaey formal seman-
tics before, and not that there have not been any similagzaip on the table, but
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these papers demonstrated the possibility of this apprbagbnd doubt. Before
it has always been possible to claim that such ideas will mkwNow it was
hard to deny that the idea is workable.

In the wake of the new interest in formal semantics much negaeh has
been initiated. From an abstract viewpoint it can be clagsedvarious cate-
gories. There is research that tries to establish the ayyadd language. Over
time, new kinds of entities have been introduced and stu@eents, situations,
plurals, measures, and so on). Then there is research thsti@pus the particular
treatment of elements; should, for example, sentencesahslatted into propo-
sitions, that is, closed expressions, or would it be moreg@pate to allow for
free variables? And, finally, there is research that takeseisvith the overall
framework itself. It is the latter that shall interest useneMontague defines a
translation into some logical language called IL. HoweVers not possible to
translate the meanings of most words Ijkalk/, /run/, and so on, into such a
language. It is expressively weak. A simple remedy wouldobeid enough con-
stants, liketalk’, run’. However the price to be paid is that many inferences do
not come out as logical inferences. For example, it is heddttie inference from
/John is a bachelor./to/John is a man./ is true in virtue of its meaning
alone; so it should be a matter of logical form. But how cas tiime out if both
are simply translated by some constant? There are two gofutone is to simply
define the notion of ‘bachelor’ in terms of ‘man’ (and otheinptives). The other
is to introduce a meaning postulate. One such example isadoets analysis of
‘seek’ as ‘try to find’. Other people have taken issue withittea that Montague
allows the use of deletion (Hausser). Still others wish toegalize the modes of
composition. In this survey | shall pinpoint some of theseellgoments.

2 Montague's Theory

Montague’s papers have been collectefMiontague, 1974 where R. Thomason
also wrote quite a readable introduction. The system isagx@dl in great detail in
[Dowty et al, 1987. In this section | shall present the versiorffontague, 1970
henceforth UG. In it Montague proposed an abstract theosgofantics for lan-
guage. Before | begin with the outline proper, | shall dész@ few problems
that the theory solves. The first is: what meanings and by what mechanism
are they to be combined? The second, clearly related questioat linguistic
intuitions is the theory supposed to explain?

It is perhaps best to start with the second question. Oneeofrtbst solid



intuitions we have is that of logical inference. We know faample (perhaps
after some reflection) that the first inference is valid aredsgfcond is not.

Every man walks and talks.
Q) John is a man.
John talks.

Every man loves some woman.
(2) Mary is a woman.
Some man loves Mary.

Now why is that so? One answer is that an inference is validume of its logical
form. For example, formalising the sentences[df (1) as giuefd) makes the
argument valid due to the meaning of the logical elementsealo

(YX)(man’(x) — walk’(x) A talk’(X))
3 man’(john’)
talk’(john")

This reasoning has been used among other by DavidsordDseelson, 196).

In this view the logical form is supposed to transparentigvglivhy an inference
is valid. This presupposes a distinction that has frequdsgen made between
logical words (¥’, * A”, * =) and nonlogical words than’, ‘talk’). The validity of
the inference(3) is independent of the particular meanfrigeononlogical words.
Therefore, if [B) is the logical form of11) the validity ofehatter is accounted
for by appeal to the validity of the former. And that in turndene by appeal to
standard predicate logic.

The second answer to the question is that the inference i siahply be-
cause the words mean what they mean. For example, assunteattyaftalks/
and/walks/ denote subsets of the detof entities. Let these b#, T andW,
respectively. SoM is the set of all menT the set of all talking things, and/ the
set of all walking things. Then the senten€gery man walks and talks./
is true ifM € WN T. Now let/John/ denote a single object, sgy Then/John
is a man./is true if and only ifj € M. It now follows thatj e WN T, and so
j € T, which is true if and only ifJohn talks./istrue. Let us also see why the
second inference fails. Here we construct a particulaasdn. LetE := {], c, m}.
Assume that the meaning pfoman/ is W := {c, m}, and the meaning gfhan/ is
{j}. Finally, the meaning ofloves/ is the relatior{({j, c)}. Then every man loves
some woman (namelg), but no one lovem.



One should note, that the second approach is somewhat sufgethe first.
For appeal to the logical form in itself is notfSgient. After all, we can raise the
same question with respect to the logical form itself: whytisat the inferencd{3)
is valid? Surely, it must be because of what the formulas mEesm a practical
point of view, though, we do not need to decide between the tiMontague
clearly preferred the second view (inferences are validbge of what the words
effectively mean) but used a logical language (the typedlculus over predicate
logic) to encode the meanings.

Montague seemed to have been agnostic not only about syutaksio about
semantics. Like any mathematician he did not care too muett mkanings really
are but only how they functioned. That he used the typediculus was mere
convenience on his part; he could have chosen something®lsag as the basic
properties are preserved. The question however is why wddkbhoose a logical
language when we already have a natural language. The aistnat natural
language sentences are ambiguous. One problematic sesit@as supplied by
Chomsky.

4) Visiting relatives can be a nuisance.

There are two ways to understand this: the nuisance is cduséuk relatives
that are visiting, or by visiting the relatives. Given thlaétconcept of visit in-
volves two arguments: a subject and an object, we would bkeet clear about
who is visiting. There are many more such example$dver children and
parents/, where either only the children are clever, or both childaed parents).
Since natural language is full of such ambiguities, one dith@translation into
a logical language is to be crystal clear about what a givatesee means and
what not. In translation, the sentences are neither vaguambiguous. Ignoring
vagueness we must ask: how is it that an ambiguous sentetmaastated into an
unambiguous sentence? Should the meaningof (5) be raiher (6)?

(5) Every man loves a woman.
(6) (YX)(man'(x) — (3y)(woman’(y) A love’(X,Y)))
(7) (@x)(woman’(y) A (YX)(man’(x) — love’(x,Y)))

The answer that Montague gives is that meanings are notn&ssig sentences
but disambiguations. Disambiguations are abstract abjehtch can be spelled
out in two ways: as a sentence of English and as a formula afiedblanguage.

A sentence has as many translations as it has disambigsation
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In syntax the disambiguation is done by means fedent structure. Some-
thing similar happens here. We think of the constityetititing relatives/
as formed from the elementgisiting/ and/relatives/ in two different ways.
We can represent these ways abstractly by binary functiambseis, sayf and
g, and write this:f(visiting, relatives), andg(visiting, relatives). We
say f andg aremodes of compositiof his presupposes, of course, that the words
in this example are basic. If not, they should in turn be cosepousing some
modes of combination. However, even if they are basic it isahways advisable
to use the words themselves as objects. For there can be lgoradsay/bank/)
and in order to prevent lexical ambiguity we need to sepdlem, too. We can
do this by introducing two arbitrary lexical constants, $gyandb,. Later on
we shall specify that they both are “spelled out’/asnk/. (This is done by the
ambiguation relation, see below.) Finally, we observe thatconstituents are of
different kind, calleccategory Words of identical category can be coordinated,
those of diferent category cannot (s@€eenan and Faltz, 19B%or an elaborate
semantic theory of boolean meanings):

man and woman (N & N)
walk and talk (V&YV)
green and blue (A &A)
in and out (P&P)
if and when (C&C)
*man and out (N&P)
*green and if (A&CQC)

The categories will also haveftigrent kinds of meanings associated with them.

Montague therefore started with an abstract language ¢énatsto define the
syntactic objects, which then get spelled out, both in tesfe®und and meaning.
The abstract language already uses categories, whichtréflesyntactic cate-
gories seen above, but as we shall see, indirectly also thargecs categories, or
types. The key notion is that of @isambiguated languageThis is a quintuple
(A(F, :yeD),(X;:6 € A),S, 6p) such that

[0 Ais the set of proper expressions,
[0 Ais alist ofcategories
O for everys, Xs is the set of basic expressions of categiyry

O dp € Ais a designated category (that of declarative sentences),
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O Foreveryy €T, F, is an operation on the sét

O Foreveryy,y” € I'and elements;, i < m, andy;, j <n, F,(Xy, -, Xm) #
F, (X1, -+, Xm) € X for everys € A.

00 SisasubsetoffF, :yel'} xI'" xT.

We putX := [Usea Xs. SO,Ais the carrier set of an algebra, the algetha(F, :
v € I')). This algebra is what is known adrae algebra It has the property that
any mapX — B, whereB is the carrier set of an algebra with similar signature
can be extended to a homomorphism.

This definition shall be simplified as follows. Aany sorted signatures a
triple (F, S, Q), whereF is the set offunction symbolsS the set ofsortsand
Q : F — S* a map assigning to each function symbol a sequésge: - , s,).
An algebra of this signature is a palAs : s € S}, 1) whereAq is a set for each
se S,andAsN Ay = @ if s# g; and furthermore iQQ(f) = (s, -+, S then
1(f) 1 Ag X - X Ag , = As,. (Montague allows polymorphism, that is, he allows
to assign to a function symbol a set of sequences. That caccoenanodated by
introducing enough new function symbols.)

The disambiguated language is thus a polymorphic mangsga@igebra.Q
is the signature. Notice that the basic expressions caneddifiéd with O-ary
functions. It is easy to see that each membek &f the (disjoint) union of certain
setsAs. Namely, we puf, (X, - - -, X)) € As justin case(y) = (do, - ,On-1,0).
The setAs; additionally contains the expressions of categhyythus,Xs C As.

A language finally, is a pair(L, R), whereL is a disambiguated language
andR a so-called ambiguation relation. A simple example is thiedong. Let
A generate fully bracketed arithmetical expressions, lke: t(((3+5)*7)+1).
Let /R if ¢ is a fully bracketed expression agtresults fromZ by erasing all
brackets. Therf((3+5)*7+1) R3+5*7+1, but also((3+(5*7))+1) R3+5%*7+1.
Likewise, the expressions that Montague generates foriginglave plenty of
brackets and variables in them which are “deleted” in theigodiion process.

Meanings are not assigned to elements of the language buénteets of
the disambiguated language, and tldushras meaningn in virtue of being am
ambiguation o that has meaning.. The semantics is provided by an algebra
B =(B,(G, :yel),f), wheref is a map from the basic expressiondtoThis
map can be uniquely extended to a nfegatisfying

(8) h(F) (X, -+ . Xn)) = Gy(h(xa), - - - , h(xy))
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Here, no sorts are added. Montague dallBegearnif in additionhis a homomor-
phism modulo category-to-type correspondence. This iaydisat the semantic
algebra is not a many sorted algebra with the same sorts,atite siotion of a
homomorphism cannot be employed. Rather, eachrsufrthe syntactic algebra,
calledcategory is mapped to a sout(r) of the semantic algebra, also callgygpe
The sortal structure of the semantic algebra is simply amenadeir- of the of
the syntactic algebra. 2(F;) = (S, - - , Sh) thenQ/(G;) = (0 (%), - - - , 0(Sh))-

Actually, Montague also developed in more concrete detadltthe categories
and types are. There is a $etof basic category symbols in addition to a set of
category constructorg @nd /). A categoryis a term constructed fror@ with
these symbols. The basic types are likewise constructed &dasic set, which
Montague gives as (entities),t (truth values) and (indices), using a single type
constructor, which | write». The mappingr is defined thus

(9) o(a/B) = ola [ B) = (s> o(B)) = o(a)

Basic categories need not be mapped to basic types; indeedemantics of a
common noun is that of a property of individual conceptsstlat(CN) = (s —
€ —t.

3 A Short History of Compositionality in Montague
Grammar

It is not the aim of this paper to give a full history of Montag@Grammar as such.
Nevertheless, in this section | shall outline some devekmusso as to put the
subsequent discussion into proper context.

At the time of the publication of Montague’s papers the magilgar version
of linguistic semantics was Generative Semantics (as sexpdy Jackendk)
Katz, McCawley and others). Generative Semantics did seosassentially in a
syntactic fashion: meanings where bits of representailenCAUSE, BECOME,
and RED and were combined in a tree that was subject to tnanafmns. Thus,
the sentenc@lohn dies./ would be generated as follows. First, a structure like
this is generated

(10) [BECOME [NOT [ALIVE Joh]]
Then two transformations rearrange these elements asviollo

(11)  [[BECOME [NOT ALIVE]] Johr{
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The constituent [ BECOME [NOT ALIVE]] is spelled out adies/ (modulo suit-
able morphological manipulations). Generative Semamigs®r bothered to elu-
cidate the meanings of the upper-cased expressions in day, dewas more
concerned with lexical decompositions and capturing séimaagularities (ac-
tive passive, and so on).

Montague by contrast was not concerned with syntax; he wasessted in get-
ting the meanings right. Moreover, unlike Generative Sdrogits he explicated
the meanings using models. The lectures and seminars byaglaahave had an
immediate influence. The bodresswell, 197Bwas written after Cresswell had
visited UCLA. Similarly, Partee had been taught by Montaguod then contin-
ued to explore the potential of this theory in natural largguaemantics (see the
collection[Partee, 20(. [Dowty et al, 1987 was instrumental in popularising
Montague Grammar. Dowty also wrote the influenf@bwty, 1979 in which he
also compares Montague Grammar with Generative Semaatgsng that there
is no incompatibility between them. It is possible to asssgmodel-theoretic
meaning to the primitives in Generative Semantics, andlikésvise possible to
perform lexical decompositions within Montague Grammar.

Soon it emerged that there is even a compositional treatofédbvernment
and Binding Theory through a mechanism that is now known @€toper stor-
age (Cooper, 197h. The classic source for generative grammar toffdgim and Kratzer, 1998
clearly uses Montague’s ideas. A formal semantics for theifdialist Program in
that direction has been given Hfi{obele, 200b. Today, nearly all branches of
formal semantics use techniques inspired by Montague’&.wor

Montague’s use of categorial grammar also led to a redisgavethe work
of Ajdukiewicz, Bar Hillel and Lambek, and a return of catégbsyntax. The
fact that categorial syntax was easily paired with a seroamtalysis made it ex-
tremely attractive. This is interesting since it was Choynsko had earlier con-
vinced both Lambek and Bar-Hillel that phrase structure@mgnars were superior
to categorial grammars. Categorial Grammars were explargdrticular in Am-
sterdam, where among others Theo Janssen, and Reinharénysiomoted the
new research agenda edmpositionality(see[Janssen, 198 3[Muskens, 199k
based on his 1989 dissertation). It is nevertheless naegegs@mphasize that
the use of categorial grammar does not automatically meatrtile grammar is
compositional. Not all developments within Categorial @naar directly address
this issue and often the relationship with semantics is tvedys clearly stated.
The mechanism of decomposition employed$ieedman, 1990 for example,
is incompatible. A similar problem has been noted@glcagno, 1996with re-
spect to Moortgat's analysis of quantifier scoffdgortgat, 199B). In both cases
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a string is first formed and then split into components.

Categorial Grammar couples phrase structure with categody via the category-
to-type mapping also with meanings. This is not without peots. In stan-
dard categorial grammars there is no uniform treatment of @8guages, since
the OV-constituent cannot be formed. One answer to thislgnols to relax
the correspondence between hierarchical structure aedrliarder. This has
been advocated in Abstract Categorial Gramrfi@e Groote, 2001 similar pro-
posals can be found ifMuskens, 2001 and [Kracht, 2003). ACGs treat the
phonology in the same way as the semantics: expressionsoalenger just
strings, they arel-terms over the algebra of strings. There are precedents for
this ([Bach and Wheeler, 1983|Oehrle, 198B. A different solution is to allow
for discontinuous constituents, for example in the form ofdar Context Free
Rewrite Systems, sd€alcagno, 1995

4 Discussion of Montague's Framewor k

4.1 Some Technical Remarks

Montague did not discuss much the motivations for his prafsgxcept in the
form of exegetical remarks and an occasional example. lugelrer necessary to
ask what his overall system achieves and what not. We slggilight a few points
where criticism has been raised of Montague’s treatmentvwandh have led to
further development. Before we can enter a detailed dismusse shall fix a few
terms of discussion. Since the formal apparatusfteint from Montague’s, we
shall have to start again with some basic definitions. Thenrddierence with
Montague’s setup is that we do not assign meanings to terrssrog abstract
language but generate sound meaning pairs directly.

A language is defined as set of signs. Signs are paitge, m), whereeis the
exponenandmthemeaningof o-. A grammaris a finite set of partial functions on
signs. There is no need to have sorts; however, functions@renow on partial
by default. A zeroary function is also calledanstant The lexicon is part of the
grammar; it is the set of zeroary functions. Thus the lexio@y contain entries
of the form(run, run’). A mode of compositionr modeis a function that is not
zeroary.

Let S be a set of signs anfd a set of partial functions. The(®)r is
the least set such that ff € F is ann-ary function andr;, i < n, are
in (S)r then alsof (oq, - - - , on_1) € (S)r (if defined).
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Notice that@)r = @ unlessF contains constants. The language generated by the
grammairf is simply the seto)g.

F is compositionalf for all f € F there is a functiorf# such that for all signs
(g, m), i <n,if f({(e,Mp),---,{€_1,M_1)) exists then there is@such that:

(12) f(<e0’ nb>’ ) <a“|—l’ rrh—l)) = <y’ f/‘(mo, R rr}]—l)>

In general, for every functioi there are function$® and f# such that

(13) f((€, Mo), - -+, (€n-1, Mh-1)) = (F°(E M), F#(€ M)

Thus, a grammar is compositional if tHé are independent of the exponents. It
is the mirror image of autonomy, which requires ttfeto be independent of the
meaning (cf[Kracht, 2003).

Often, signs are considered to be triples, m) with the middle part being the
category. A standard formulation of such grammars assungepéendence of the
categories on the exponents and meaningsKeht, 2008. This is the most
popular format used, but contrary to popular opinion therei much need for the
additional category (sefiracht, 2007} for arguments). Notice that there is no
start symbol. This is no accident. Although it is possibleistinguish diferent
kinds of expressions, the language is not simply the cadleadf its sentences
and associated meanings. If it were that the principle ofpmmsitionality would
be meaningless. There would be no way we can explain the ngpahjA man
talks./ in terms of more primitive elements since these are not seateand
therefore would have meaning in the language.

4.2 Arbitrary Semantics

Janssen has given a proof[anssen, 1997hat all recursively enumerable lan-
guages have a compositional grammar. The idea is thisL betthe language of
strings and assume that evet¥ L has meaning(X). (The problem of ambigu-
ity shall be put aside here.) The assumption is that thé(gegt(X)) : X € L} is
recursively enumerable. Thénis r.e. and has a gramm@: We transform this
into the grammag’ that generates the pai®, X). Let S’ be the start symbol of
G'. Finally, we add a single mode

(X, (X)) if Xel
undefined else

(14) m(X.xX) = {
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This generates the languag&, X) : X € A"} U (X, u(X)) : X € L}, so somewhat
more than was originally required. [@adrozny, 1994 Zadrozny eliminates alll
empirical content from the principle by showing that alldgaages (recursively
enumerable or not) are compositional. His proof has geegratnumber of re-
sponses (among whi¢iVesterstahl, 199%. The biggest shortcoming of his proof
is that he actually does not give a compositional accourti@btiginal language;
rather, he first transforms the semantics into some otheasges, from which
the original semantics is easily derived. As Westerstalitpmut, Zadrozny need
not have used non-well founded sets for his purpose. A vaofdanssen’s idea
would have sftficed. Notice that Janssen’s proof is subject to the sametadjec
Janssen enriches the original language by th&geX) : X € L}. Though the idea
that language has intermediate objects is quite populdh@wi it there would be
no transformational grammar as we know it) it is debatabletiwbr such objects
are legitimate here. For the principle of compositionaléiks about the mean-
ings of the parts, and this assumes that these meaningsvaresgis well. Thus,
any compositional grammar of a language must pass throughrfeeaning pairs
that the language itself provides. In other words, it usdg oraps fromL to L
without postulating further signs. It is known that everstts not much of a re-
striction. [Kracht, 2008 shows that if a language has numbers (as almost every
natural language does) then again recursive enumerabiétyough. Yet even that
proof must raise suspicion. The way it works is best expthwgh an example.
Consider the following language:

(15) L = {{one, 1), {one plus one,2),{one plus one plus one,3),---}

We write nb§) for the number denoted by an expressiorLaf (For example,
nb(one plus one) = 2.) This language is certainly compositional in the strange
sense required, and has a gram@aSuppose English is countably infinite, that
is, has the forn{(X,, m,) : m € N}. Then add a unary modwa with the following
action:

(X(nb()), m,) if defined
undefined else

(16)  m{y.w) = {
There are two reasons to reject this example: first, the sirataperation is de-
structive, and second, there is no obvious way in which thanimg of the input
figures in the meaning of the output. Unfortunately, for megs this is harder to
diagnose.
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4.3 TypeRaising and Flexibility

One problem area of Montague Grammar is the idea of typengaisin order
to allow names to be coordinated with ordinary NPs Montagseimed that the
semantics of names is identical to that of NPs. Thishn/ no longer denotes the
individual John but rather the set of properties true of Jdhra standard model
(where we allow to quantify over all subsets) there is a lgjuaicorrespondence
between these twdPartee, 198atakes a somewhatfiierent turn. The idea there
is that we allow grammars to raise (or lower) a type on needgelmeral, ifA
is an expression of categoay (and meaningn) type raising allows to assign it
the category/(a\B) (and meaningin.n(m)) or the categoryd/a)\B. (I use the
notationy\é for the constituents that look for-ato their left to form as.) The
rationale is this. Suppose thBtis a constituent of category\3. Then [A B]

is well-formed and a constituent of categgty Given the category oB, A can
be eithera or a/(B\a). If we choose the latter, and the meaning of the entire
constituent isy(m), then we must choosem.n(m) for A.

This proposal has been widely adopted. Also, Categoricair@&rar has adopted
a similar strategy to overcome the inflexibility of categsti Rather than multi-
plying the base categories of words, we allow to change ttegjoay of a word on
need. This was the proposal mad¢@each, 197R The Lambek Calculus can be
seen as the end result of this procedure. In the Lambek @alcaihy continuous
subpart of a constituent can be a constituent again. Usamglatd techniques one
can associate a canonical semantics with these new camgsturhe Geach Rule,
for example, is nothing but function composition.

Namely, letA, B andC be constituents of category/B, B/y andvy, respec-
tively. Then according to standard categorial grammar tmsttuents can be put
together only like this: A[B C]] (assuming, of course, th@ # y). However,
there are circumstances where we would want the structrg] [C], though with
identical meaning. 1A, B andC have meaningn, n ando, then [A[B C]] has
meaningm(n(o)), and this should also then be the meaning &fB] C]. Geach
proposes a syntactic rule to combimg andg/y into a/y. Its semantic correlate
is o. For (mo n)(0) = m(n(0)), whencemo n = Ax.m(n(x)). In natural language,
the need for this rule arises rather frequently. Certaiecjes, sayGreek/ or
/bald/ are properties of individuals, but can be applied also tati@hal nouns.
The intended meaning ¢éreek neighbour/ is “person, who is Greek and is a
neighbour”.

In the Lambek Calculus, every substring of a constituentncamonly be given
a category but also a meaning. An exposition can be foulfelarrill, 7994].

12



Montague’s strategy of dealing with type mismatch has besabed ‘raising
to the worst case’. In anticipation of the combinatoricsmeapression we adapt
its type beforehand. For it seems clear that Montague istém@nameJlohn/ to
denote John and not a set of properties. But the proposechtiemhbetrays that
initial idea. Contrary to popular belief this is not an ineat move. For what
Montague in fact does is to supply a compositional accousatlahguage dier-
ent from the one originally proposed (though he is mathestaatienough not to
introduce the initial semantics in the first place). In théeQarial Grammar it
is often suggested that type raising is for free. Seen fraratigle of composi-
tionality, it is not. Moreover, while Frege argues that tlemdtation of a verb is
something of a function that takes an individual as inpw ot easy to swallow
the idea that the denotation of noun can equally well be se@nfanction taking
verb denotations. This means, namely, that the functomaeg articulation is
arbitrarily superimposable contrary to what is normaliyused.

4.4 Surface Compositionality

We have seen above that the vacuity proofs of compositignede rather nonstan-
dard functions on strings. It seems that one can rule out rotimgse examples by
requiring that the functions be well-behaved. The questiavhat kinds of func-
tions are well-behaved from a linguistic perspective. AiEnproblem is created
by the fact that Montague says very little about the identityhe ambiguation
relationR. Clearly, it is not meant to denote just any relation.

Hausser coined ifHausser, 19&4the expression ‘surface compositionality’.
This can be stated as follows. The lexicon contains basicesspns, and every
complex expression is made from basic expressions througtatenation. Since
constituents may be discontinuous, this boils down to thewving: basic expres-
sions are tuples of strings, and modes can only concatelmage parts to form
the parts of the tuple. Whether or not duplication is allowsedot entirely clear,
but it seems that duplication is necessary. If expressionstangs then we can
formulate the principle as follows. Consider the exprassio be members of the
algebra of stringgA*, -), with A the alphabet, andhe operation of concatenation.
Atermixy,-- -, X,) is as usual a well-formed expression made from the vaigable
using- and no constants. ferm functionis a function that is the extension of a
term (sedBurris and Sankappanavar, 1981

Surface Compositionality. For every modef the functionf# is a
term function of string algebra.
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The formal details are worked outfiKracht, 2003. Hausser notes that Montague
departs from this requirement in two ways. One is the use nfaggorematic
expressions, and the other the use of deletion. Here is anm&athe derivation
of Jevery man such that he sees Mary smiles/, which reveals this.

1. /man/, basic expression

/see/, basic expression

/Mary/, basic expression

/see Mary/,from 2. and 3. using S5

/he;/, basic expression

/he; sees Mary/,from 4. and 5. using S4

/such that he; sees Mary/,from 6. using S3

/every man such that he sees Mary/,

from 1. and 7. using S2

9. /smiles/, basic expression

10. /every man such that he sees Mary smiles/,

from 8. and 9. using S4

(17)

©ONOOAWN

Here, the operation F5 underlying S5 is concatenation, Bdrigar, only that the
verb form of the second string is replaced by its third siagfiborm. The opera-
tion underlying S3is F3,, whereFsz,(X,y) is /X such that Z/, whereZresults
from y by replacing every occurrence hé,/him, by he/she/it andhim/her/it
(where the form is chosen according to some syntactic cdondlitA number of
steps are dubious from the standpoint of surface compaosiity. For example,
the words/every/, /such/ and/that/ are not constituents of the sentence, not
even parts. They are introduced by the rules. Second, theensmrsubscripted to
the pronouns;, are deleted, and sometimes also the pronouns themselhes. T
means that they are not part of the surface string.

The use of syncategorematic expressions is mostly unpratie. We can
at no cost introduce basic expressions of the desired kiddamulate a corre-
sponding semantics. This would require the introductioguantifiersevery,/,
analogous t&x, in predicate logic. Also, empty pronouns have been argued fo
many places, most prominently Government and Binding Tthddowever, from
the standpoint of Surface Compositionality the overt refiefe,/ is the empty
word, and thus we can have only a single such pronoun. Theressaentially two
solutions to this problem. One is to renounce the use of fegables altogether.
This is the route that P. Jacobson has taken][3@eobson, 1999 Another is to
face the use of free variables head on. We shall discussribidgm below, after
we have discussed the development of DRT.
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45 DRT

Discourse Representation Theory (DRT) presented a clga@kerMontague Gram-
mar. If the interpretation of a sentence is a propositiom tleference to objects
in that sentence should be impossible, contrary to fact.

(18) Some man walks. He talks.

This is the problem that is raised[[Kamp, 1981. The theory proposed in that pa-
per and developed further [[Kamp and Reyle, 1993among much other work)
is that of partial maps into a model. Like in Montague Gramrpewnouns carry
indices, so what gets interpreted is riofl (18) but (19).

(29 Some; man; walks;. He; talks;.

The second sentence is interpreted against a partial mam#ies the first true.
This is a partial map that sends; to some man that walks. A Discourse Repre-
sentation Structure (DRS) is a p@ir= [V : A], whereV is a finite set of variables,
andA a set of formulae or DRSs. There are various constructoch, &sia binary
constructoes to create complex DRSs. A partial functiBmakesD true if there
is aV-variants’ of g such that all clauses @ are true. Here &-variantg’ of 8
is a partial map such that ¥ ¢ V theng’ is defined orx if and only if 8 is, and
they have the same value; an&i€ V theng’ is defined orx even if3 is not (no
condition on its value). A formula is true under a partial nifagll variables are
assigned a value and the formula is true in the standard .sphse\] = [W : X]
is true undep if for every V-variantg’ of 8 that makes\ true there is &V-variant
that make< true.

Unlike standard quantification where the sid&eet of the quantification is
removed, the assignment is kept and the second sentenderfgated using that
assignment. It is true thereforedfx;) also talks.

DRT was originally thought to exemplify the noncompositabnature of nat-
ural language meanings. Yet, lafgeevat, 198Pproposed a compositional inter-
pretation. Basically, a compositional account is possibtee same way as it can
be given in predicate logic: the meaning of a formula is nahtiunder an assign-
ment, rather, it is a set of assignments. For then the irg&afion of a quantifier,
saydx,, can be given as follows:

(20) [@X))¢] = {B : there isB’ with B’ ~, B andB’ € ¢}
Define the majt,, on sets of assignments by
(21) Ch(A) :={B: there i with 8’ ~, g andp’ € A}
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Then

(22)  [@x)¢] = Calle])

This allows to interpret-abstraction as well. Zeevat notes however that the arrow
= is not interpreted properly. His own solution is to take asameg the pair

(V, C), whereC is the set of satisfying assignments anthe set of main discourse
referents.

4.6 TheProblem of Variable Names

The solution just discussed hurts itself against the Ryla@f Surface Composi-
tionality. For to assume thatome,/ quantifies ovex; and/some,/ over X, is to
assume that the indices are part of the surface stringshvihé&y clearly are not.
On the other hand, any occurrence/eféme/ can be seen (under an appropriate
indexing) as an occurrence ffome,/ for any givenn. This is because the actual
indices distributed by the grammar may vary according tocthr&ext, and may
be chosen arbitrarily subject only to the condition thdfedent variables must
bear diferent indices. This means that the meaningsofie/ is the disjunction

of all meanings ofsome,/. This problem has been raised[WMermeulen, 199b
Vermeulen solves the problem of variable choice as folldysdefault, two rep-
resentations talk aboutféierent objects no matter whether they use the same name
or not. There is a mechanism of assigniramedo variables that allows to com-
municate between formulae the intention to regard two ussaroe variable (not
necessarily the same!) as taking about the same obfjEaie, 2003 discusses
the same problem with respect to the semantics of ordinagigate logic. Fine
expands on this theme [kine, 2007. In his words, there is no guarantee that the
use of the same variable is meant to make reference to thedgew. If they do,
they are said to beoordinated Coordination happens only under under restricted
circumstances.

In the context of compositionality the question is this. foge we have two
representationa andb, say in the form of two formulag(X) and x(y), and we
wish to “merge” them. How shall we rename the variables of, gan order to
perform the correct coordination?

In this formulation we can assume that a single formula id e@rdinated in
the sense that variables withfldirent names can assumdfeiient values, while
variables with the same name must assume the same valueriitiple of inde-
pendence from names can be formulated as follows.
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Alphabetic Innocence. Two formulase and y represent the same
meaning if there is an injective renamis@f the variables such that
x is the result of replacing each variabdéy s(x) in ¢.

This principle has deep consequences. Consider the forsealfx,, X;). Con-
sider the renaming: X — Xi, X1 — Xo. Then the result of applying this renaming
is the formulasee’(Xy, Xp). Thus, the meaning of the two formulae is the same.
The meaning cannot be a relation in the standard sense,doratielation must
be the same as its converse. (Or[@alliamson, 198% and[Fine, 2000 claim,

a relationis identical with its converse, and the standard positionalswrong-
headed.)

Under such constraints compositionality seems hard to taiain Indeed, it
can be shown that predicate logic has no compositional siiesgiKracht, 2007}).
However, any finite variable fragment does. Also, natunadjleage semantics be-
comes something of afierent enterprise. As is shown [Kracht, 20074 for
example, it can under these conditions be shown that Dutohbtistrongly con-
text free even if it is weakly context free.

4.7 Meaning Postulatesand L ogical Form

A somewhat disregarded theme in Montague Grammar is thefuseanming pos-
tulates. A discussion is found [Dowty, 1979 and[Zimmermann, 1990 Mean-
ing postulates go back at least to Carnap. Montague intexiilhem for a specific
purpose. The strategy of raising to the worst case intragitme many degrees
of freedom. For example, if names are now on a par with propens, their
interpretation can be any set of individual concepts. Bat ik not what names
are supposed to denote; they are more specific. They are stglfsindivid-
ual concepts that are true of a single object. Also, Montagpied the following
problematic inference.

The temperature rises.
(23) The temperature is ninety degrees.
.. Ninety rises.

A proper analysis must take into account thdtse/ is a property not of individ-
uals but of individual concepts. A temperature can riseesihis a function from

worlds to numbers, a particular number cannot rise. Morddhearefore opted to
intensionalise all arguments of a verb. This excludes thmeadis inference, but it
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also excludes inferences that are valid no matter what.

The president talks.
(24) Nicolas Sarkozy is the president.
.. Nicolas Sarkozy talks.

Hence the solution is to add a meaning postulate to ffextethat/talks/ is
transparent with respect to its subject.

In its strictest definition a meaning postulate is a decontiposof a primitive
expression into simpler ones (such as Montague’s decotposif “seek” into
“try to find”). The virtue of such a decomposition is not apgrarat first sight.
However, as rules of quantification allow intermediate it is not the same
to have a single primitive expression and two have a comipasitf several of
them. Also, as is emphasised in Generative Semantics, thieechf primitives
may reveal something about the underlying semantic reigjekaof a language.
[Dowty, 1979 argues in a similar way.

At the other extreme, meaning postulates are any formulatning the
meaning of some primitive. This means that a meaning pdstiganothing but
an axiom in the ordinary sense. It is however not clear whithie should be
held against Montague Grammar. Fpr it is clear that even alysis in terms of
a logical language relies ultimately on axioms to secure @mum of material
content to its symbols, logical or not.

5 Conclusion

Montague Grammar has inspired several generations of faemanticists. It
has paved the way to a precise formulation of semantic pnobkend solutions.
Montague has shown that it is possible to do highly rigorooskvand yet make
substantial progress at the same time. What it certainlhois mowever, is the
last word on matters. Especially when it comes to compaosatity there is no
consensus whether Montague has supplied a fully compnaltapproach. This
has nothing to do with a lack of precision; it has more to ddwite question
whether the abstract formulation is a good rendering of oitiail intuitions. In
many ways, Montague looks more like a technician than a #tietan; he prefers
something that works over something that has intrinsiciest Forty years on, the
ideas have been substantially modified. We seem to have a moighprofound
notion of what is a compositional semantics.
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