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ABSTRACT: The type of aminimalist grammar (MG)as introduced by Stabler [17] provides an attempt of

a rigorous formalization of the perspectives adopted nowadays within the linguistic framework of transfor-

mational grammar. As shown in [11], MGs constitute a weakly equivalent subclass oflinear context–free

rewriting systems (LCFRSs)in the sense of Vijay–Shanker et al. [21]. Independent work of Harkema [5]

and Michaelis [13] has proven the reverse to be true, as well. Hence, MGs as defined in [17] join to a

series of formalism classes—among which there is e.g. the class ofmulticomponent tree adjoining gram-

mars (MCTAGs)in their set–local variant of admitted adjunction (cf. [22])—all generating the same class

of string languages. Inspired by current linguistic developments, a revised type of an MG as well as a

certain type of astrict MG (SMG)has been proposed by Stabler [18]. Here we show that, in terms of

derivable string languages, the revised MG–type as well as the SMG-type is not only subsumed by LCFRSs,

but both also fall within a particular subclass of the latter: the righthand side of each rewriting rule of a

corresponding LCFRS involves at most two nonterminals, and if two nonterminals appear on the righthand

side then only simple strings of terminals are derivable from the first one. This result is in fact of specific

interest, since conversely, in terms of weak equivalence, the corresponding LCFRS–subclass is provably

subsumed by the class of revised MGs as well as the class of SMGs ([10]). Whether the inclusion of the

respective classes of string languages derivable by the corresponding LCFRS–subclass and the class of all

LCFRSs is proper or not seems to be an open problem. We briefly discuss what seems to constitute the

crucial difference seen from the minimalist perspective at the end of this paper.
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1 Introduction

The type of aminimalist grammar (MG)as introduced in [17] provides an attempt of
a rigorous algebraic formalization of the perspectives adopted nowadays within the
linguistic framework of transformational grammar (see e.g. [2]). An MG, roughly
speaking, is a formal device which specifies a countable set of finite, binary (ordered)
trees each being equipped with a leaf–labeling function assigning a string of features
to each leaf, and with an additional binary relation, the asymmetric relation of(im-
mediate) projection, defined on the set of pairs of siblings. The base of an MG is
formed by alexicon(a finite set of single node trees in the above sense) and two struc-
ture building functions:merge(combining two trees) andmove(transforming a given
tree). Both functions build structure by canceling particular matching instances of
features within the leaf–labels of the trees to which they are applied. The closure of
the lexicon under these two functions is the set of trees characterized by the MG. As
shown in [11], the MG–type introduced in [17] constitutes a weakly equivalent sub-
class oflinear context–free rewriting systems (LCFRSs)[21, 22]. Independent work
in [5] and [13] has proven the reverse to be true as well. Hence, MGs as defined in
[17], beside LCFRSs, join to a series of formalism classes—among which there is
e.g. the class ofmulticomponent tree adjoining grammarsin their set–local variant of
admitted adjunction (cf. [22])—all generating the same class of string languages. For
a list of some further of such classes of generating devices see e.g. [15].

Mainly inspired by the linguistic work presented in [9], in [18] a revised type of
an MG has been proposed whose departure from the version in [17] can be seen as
twofold: the revised type of an MG neither employs any kind ofhead movement
nor covert phrasal movement, and an additional restriction is imposed on the move–
operator as to which maximal projection may moveovertly into the highest specifier
position. Deviating from the operatormoveas originally defined in [17], a constituent
has necessarily to belong to the transitive complement closure of a given tree or to be
a specifier of such a constituent in order to be movable. Closely in keeping with some
further suggestions in [9], a certain type of astrict minimalist grammar (SMG)has
been introduced in [18] as well. This MG–type allows only movement of constituents
belonging to the transitive complement closure of a tree. But different from the just
mentioned type, the triggering licensee feature may head the head–label of any con-
stituent within the reflexive–transitive specifier closure of a moving constituent. Fur-
thermore, due to the general definition of a lexical item of an SMG, an SMG does not
permit the creation of multiple specifiers during the course of a derivation.

Employing and extending the methods developed in [11], this paper shows that,
in terms of derivable string languages, the revised MG–type and the SMG–type are
not only subsumed by LCFRSs, but both also fall within a particular subclass of the
latter: the righthand side of each rewriting rule of a corresponding LCFRS involves
at most two nonterminals, and if two nonterminals appear on the righthand side then
only simple strings of terminals are derivable from the first one. The result is in fact
of specific interest, since conversely, in terms of weak equivalence, the correspond-
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ing LCFRS–subclass is provably subsumed by the class of revised MGs as well as
the class of SMGs ([10]). Consequently, the revised MG–type and the SMG–type are
shown to determine the same class of derivable string languages, thereby confirming a
conjecture explicitly stated in [18]. Whether the respective classes of string languages
derivable by the corresponding LCFRS–subclass and the class of all LCFRSs—and
thus the respective classes of string languages derivable by the class of MGs (or like-
wise SMGs) as defined in [18] and the class of MGs as defined in [17]—are identical
seems to be an open problem. We briefly discuss what seems to constitute the crucial
difference seen from the minimalist perspective at the end of this paper.

The result presented in this paper is also shown to hold in [12]. But in several re-
spects, the proof given there is much more involved than the one given here. This
mainly follows for the reason that, in [12], the corresponding inclusion in terms of
derivable string languages within the particular LCFRS–subclass is proven for “re–
extended” versions of both the revised MG–type and the SMG–type, namely, versions
in which head movement and covert phrasal movement are “re–added,” and w.r.t. the
SMG–type the ban of multiple specifiers is revoked as well. Restricting our atten-
tion to both MG–types as defined in [18] allows us to significantly simplify the pre-
sentation of a proof yielding the intended result, and as we think, it becomes much
more intelligible even at first glance. Thereby, the construction of a weakly equivalent
LCFRS from a given (S)MG also becomes more directly accessible to further exploita-
tion. The class of resulting LCFRSs may rather straightforwardly be interpreted as a
succinct reformulation of the corresponding (S)MG–type comparable to the proposal
made in [20] for a restricted version of the original MG–type which does not use any
covert phrasal movement or head movement, but does not restrict the domain of the
move–operator w.r.t. overt movement. Such a reformulation does not only open the
possibility to adapt the polynomial time parsing methods developed in [4, 6] for the
(restricted) original MG–type, but also opens, e.g., the field to a direct comparison
with mirror theoretic grammarsdeveloped in [7] as a formalization of the syntactic
theory proposed in [1].

The paper is structured as follows: the next section provides formal definitions of
LCFRSs and the particular subtype mentioned above. In Section3 we first define
MGs and SMGs in the sense of [18], and then discuss in detail the specific proper-
ties which, in terms of weak equivalence, allow both types to be embedded into the
LCFRS–subtype (cf. Section3.1). In Section4 methods of constructing a correspond-
ing, weakly equivalent LCFRS from a given MG and SMG, respectively, are presented
step by step, explicitly taking into account the discussion from Section3.1. In Sec-
tion 5 we sum up the immediate implications, and briefly compare them to the results
which have been established before w.r.t. MGs as originally defined in [17].

Throughout the rest of the paper we refer to an MG of the type as originally defined
in [17] as anunrestricted MG (UMG). Attempting to avoid any confusion that might
arise otherwise, this allows us to use the termminimalist grammarand its abbreviation
MG exclusively in order to refer to an MG of the revised type as defined in [18].
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2 Linear Context–Free Rewriting Systems

The class oflinear context–free rewriting systems (LCFRSs)[21, 22] constitutes a
proper subclass ofmultiple context–free grammars (MCFGs)[16], which in their turn
form a subtype ofgeneralized context–free grammars[14]. However, LCFRSs define
the same class of derivable string languages as MCFGs.

DEFINITION 2.1 ([14])
A generalized context–free grammar (GCFG)is a five–tupleG = 〈N, O, F, R, S〉,
whereN is a finite non–empty set ofnonterminals, and whereO is a set of(linguistic)
objects. F is a finite subset of

⋃
n∈IN Fn \ {∅}, Fn the set of partial functions from

〈O〉n into O.1 R is a finite set of(rewriting) rules, i.e.R ⊆ ⋃
n∈IN(F ∩Fn)×〈N〉n+1.

S is a distinguished symbol fromN , thestart symbol.
An r = 〈f, 〈A0, A1, . . . , An〉〉 ∈ (F ∩ Fn) × 〈N〉n+1 for somen ∈ IN is written

A0 → f(A1, . . . , An), and alsoA0 → f(∅) if n = 0. In casen = 0, i.e. if f is a
constant inO, r is terminating, otherwiser is nonterminating.

For eachA ∈ N and k ∈ IN, Lk
G(A) ⊆ O is given recursively by means of

θ ∈ L0
G(A) for each terminatingA → θ ∈ R, andθ ∈ Lk+1

G (A) if θ ∈ Lk
G(A), or

if there areA → f(A1, . . . , An) ∈ R andθi ∈ Lk
G(Ai) for 1 ≤ i ≤ n such that

〈θ1, . . . , θn〉 ∈ Dom(f) andf(θ1, . . . , θn) = θ.2 The setLG(A) =
⋃

k∈IN Lk
G(A) is

thelanguage derivable fromA (byG). LG(S), also denoted byL(G), is thelanguage
derivable byG.

DEFINITION 2.2
A given GCFGG1 and a given GCFGG2 areweakly equivalentif L(G1) = L(G2).

DEFINITION 2.3 ([16], [21, 22])
A multiple context–free grammar (MCFG)is a GCFGG = 〈N, O, F,R, S〉 with
O =

⋃
n∈IN〈Σ∗〉n+1 and satisfying (M1) and (M2), whereΣ is a finite set ofterminals

with Σ ∩N = ∅.3

(M1) For eachf ∈ F , somen(f) ∈ IN, ϕ(f) ∈ IN \ {0} anddi(f) ∈ IN \ {0}
for 1 ≤ i ≤ n(f) exist such thatf is a (total) function from

∏n(f)

i=1 〈Σ∗〉di(f) into
〈Σ∗〉ϕ(f) for which (f1) and (f2) hold.

(f1) Let Xf = {xij | 1 ≤ i ≤ n(f), 1 ≤ j ≤ di(f)} be a set of pairwise distinct
variables, for1 ≤ i ≤ n(f) let xi = 〈xi1, . . . , xidi(f)〉, and for1 ≤ h ≤ ϕ(f) let
fh be theh–th component off , i.e. the function fromDom(f) into Σ∗ such that
f(θ) = 〈f1(θ), . . . , fϕ(f)(θ)〉 for all θ ∈ Dom(f). Then, for each1 ≤ h ≤ ϕ(f)
there are anlh(f) ∈ IN, aζ(fhl) ∈ Σ∗ for 0 ≤ l ≤ lh(f), and az(fhl) ∈ Xf for
1 ≤ l ≤ lh(f) such thatfh is represented by (cfh

).

1IN is the set of all non–negative integers. Forn ∈ IN and any setsM1, . . . , Mn ,
Qn

i=1 Mi is the set of alln–tuples
〈m1, . . . , mn〉 with i–th componentmi ∈ Mi, where

Qn
i=1 Mi := {∅} for n = 0. We write〈M〉n instead of

Qn
i=1 Mi if

for some setM , Mi = M for 1 ≤ i ≤ n.
2For each partial functiong from a setM into a setM′ , Dom(g)⊆M is the domain ofg.
3For each setM , M∗ is the Kleene closure ofM , includingε, the empty string.Mε denotes the setM ∪ {ε}.
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(cfh
) fh(x1, . . . , xn(f)) = ζ(fh0) z(fh1) ζ(fh1) · · · z(fhlh(f)) ζ(fhlh(f))

(f2) Eachx ∈ Xf occurs at most once in all righthand sides of (cf1 )–(cfϕ(f)), i.e.
for the setIDom(f) = {〈i, j〉 | 1 ≤ i ≤ n(f), 1 ≤ j ≤ di(f)} and for the set
IRange(f) = {〈h, l〉 | 1 ≤ h ≤ ϕ(f), 1 ≤ l ≤ lh(f)}, the binary relationgf on
IDom(f) × IRange(f) such that〈〈i, j〉, 〈h, l〉〉 ∈ gf iff xij = z(fhl) is an injective
partial function ontoIRange(f).

(M2) There exists a functiondG from N into IN such thatdG(S) = 1, and such
that, if A0 → f(A1, . . . , An) ∈ R for somen ∈ IN thenϕ(f) = dG(A0) and
di(f) = dG(Ai) for 1 ≤ i ≤ n.

The rank of G, rank(G), is the numbermax{n(f) | f ∈ F}. L(G) is a multiple
context–free language (MCFL). L(G) ⊆ Σ∗, becausedG(S) = 1.

If for eachf ∈ F condition (f3) holds in addition to (f1) and (f2) thenG is a linear
context–free rewriting system (LCFRS), andL(G) is a linear context–free rewriting
language (LCFRL).

(f3) Eachxij ∈ Xf has to appear in one of the righthand sides of (cf1)–(cfϕ(f)), i.e.
the functiongf from (f2) is total, and therefore, a bijection.

The class of all MCFLs and the class of all LCFRLs are known to be identical (cf. [16,
Lemma 2.2]). Theorem 11 in [15], therefore, shows that for each MCFGG there is a
weakly equivalent LCFRSG′ with rank(G′) ≤ 2.

DEFINITION 2.4
An MCFG1,2 (LCFRS1,2 ) is an MCFG (LCFRS)G in the sense of Definition2.3such
that rank(G) ≤ 2, and such thatd1(f) = 1 for eachf ∈ F with n(f) = 2. In this
caseL(G) is anMCFL1,2 (LCFRL1,2 ).

In Section4.1and4.2, we shall in fact construct an LCFRS1,2, “not just” an LCFRS
of rank2, that derives the same (string) language as a given minimalist grammar and
strict minimalist grammar, respectively.

3 (Strict) Minimalist Grammars

Throughout we let¬SynandSynbe a finite set ofnon–syntactic featuresand a finite
set ofsyntactic features, respectively, in accordance with (F1) and (F2) below. We
takeFeat to be the set¬Syn∪ Syn.

(F1)¬Synis disjoint fromSynand partitioned into a setPhonof phonetic featuresand
a setSemof semantic features.

(F2) Synis partitioned into a setBaseof (basic) categories, a setSelectof selectors,
a setLicenseesof licenseesand a setLicensorsof licensors. For eachx∈Base,
usually typeset asx, the existence of a matchingx′ ∈Select, denoted by=x, is pos-
sible. For eachx∈Licensees, usually depicted as-x, the existence of a matching
x′ ∈Licensors, denoted by+X, is possible.Baseincludes at least the categoryc.
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FIG. 1. A typical expression overFeat.

DEFINITION 3.1
An expression (over Feat)is a five–tuple〈Nτ , /

∗
τ ,≺τ , <τ , labelτ 〉 obeying (E1)–(E4).

(E1) 〈Nτ , /
∗
τ ,≺τ 〉 is a finite, binary (ordered) tree defined in the usual sense:Nτ

is the finite, non–empty set ofnodes, and/
∗
τ and≺τ are the respective binary

relations ofdominanceandprecedenceonNτ .4

(E2) <τ⊆ Nτ × Nτ is the asymmetric relation of(immediate) projectionthat holds
for any two siblings in〈Nτ , /

∗
τ ,≺τ 〉, i.e., for eachx ∈ Nτ different from the root

of 〈Nτ , /
∗
τ ,≺τ 〉 eitherx <τ siblingτ (x) or siblingτ (x) <τ x holds.5

(E3) labelτ is the leaf–labeling functionfrom the set of leaves of〈Nτ , /
∗
τ ,≺τ 〉 into

Syn∗Phon∗Sem∗.

(E4) 〈Nτ , /
∗
τ ,≺τ 〉 is a subtree of the natural interpretation of a tree domain.6

We takeExp(Feat) to denote the set of all expressions overFeat.

Let τ = 〈Nτ , /
∗
τ ,≺τ , <τ , labelτ 〉 ∈ Exp(Feat).7

For eachx ∈ Nτ , thehead ofx (in τ ), denoted byheadτ (x), is the (unique) leaf
of τ with x /

∗
τ headτ (x) such that eachy ∈ Nτ on the path fromx to headτ (x) with

y 6= x projects over its sibling, i.e.y <τ siblingτ (y). Thehead ofτ is the head ofτ ’s
root. τ is said to be ahead(or simple) if Nτ consists of exactly one node, otherwise
τ is said to be anon–head(or complex).

A five–tupleυ = 〈Nυ , /
∗
υ ,≺υ , <υ , labelυ 〉 is a calledsubexpression ofτ in case

〈Nυ , /
∗
υ ,≺υ 〉 is a subtree of〈Nτ , /

∗
τ ,≺τ 〉, <υ= <τ ¹Nυ×Nυ

, andlabelυ= labelτ ¹Nυ
.

4Thus,/
∗
τ is the reflexive–transitive closure of/τ ⊆ Nτ ×Nτ , the relation ofimmediate dominanceonNτ

5siblingτ (x) denotes the (unique) sibling of any givenx ∈ Nτ different from the root of〈Nτ , /
∗
τ ,≺τ 〉. If x <τ y for some

x, y ∈ Nτ thenx is said to(immediately) project overy.
6A tree domainis a non–empty setNυ ⊆ IN∗ such that for allχ ∈ IN∗ andi ∈ IN it holds thatχ ∈ Nυ if χχ′ ∈ Nυ for some

χ′ ∈ IN∗, andχi ∈ Nυ if χj ∈ Nυ for somej ∈ IN with i < j. 〈Nυ , /
∗
υ ,≺υ 〉 is thenatural (tree) interpretationof Nυ in the

case that for allχ, ψ ∈ Nυ it holds thatχ /υ ψ iff ψ = χi for somei ∈ IN, andχ ≺υ ψ iff χ = ωiχ′ andψ = ωjψ′ for some
ω, χ′, ψ′ ∈ IN∗ andi, j ∈ IN with i < j.

7Note that the leaf–labeling functionlabelτ can easily be extended to a total labeling function`τ from Nτ into Feat∗∪{< , >}, where<
and> are two new distinct symbols: to each non–leafx ∈ Nτ we can assign a label from{< , >} by `τ such that̀ τ (x) = < iff y <τ z

for y, z ∈ Nτ with x /τ y, z, andy ≺τ z. In this sense a concreteτ ∈ Exp(Feat) is depictable in the way demonstrated in Fig.1.
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FIG. 2. The typical structure of a (minimalist) expression overFeat.

Thus,υ ∈ Exp(Feat). Such anυ is amaximal projection (inτ ) if υ’s root is a node
x ∈ Nτ such thatx is the root ofτ , or such thatsiblingτ (x) <τ x. MaxProj(τ) is the
set of all maximal projections inτ .

compτ ⊆ MaxProj(τ)×MaxProj(τ) is the binary relation defined such that for all
υ, φ ∈ MaxProj(τ) it holds thatυ compτ φ iff headτ (rυ) <τ rφ, whererυ andrφ are
the roots ofυ andφ, respectively. Ifυ compτ φ for someυ, φ ∈ MaxProj(τ) thenφ
is a complement ofυ (in τ ). comp+τ andcomp∗τ are the transitive and the reflexive–
transitive closure ofcompτ . Comp+(τ) andComp∗(τ) are the sets{υ | τ comp+τ υ}
and{υ | τ comp∗τ υ}, respectively.

specτ ⊆ MaxProj(τ) × MaxProj(τ) is the binary relation defined such that such
that for allυ, φ ∈ MaxProj(τ) it holds thatυ specτ φ iff rφ = siblingτ (x) for some
x ∈ Nτ with rυ /

+
τ x /

+
τ headτ (rυ), whererυ and rφ are the roots ofυ and φ,

respectively. Ifυ specτ φ for someυ, φ ∈ MaxProj(τ) thenφ is aspecifier ofυ (in τ ).
spec∗τ is the reflexive–transitive closure ofspecτ . Spec(τ) andSpec∗(τ) are the sets
{υ | τ specτ υ} and{υ | τ spec∗τ υ}, respectively.

An υ ∈ MaxProj(τ) is said tohave (open) featuref if the label assigned toυ’s head
by labelτ is non–empty and starts with an instance off ∈ Feat.8

τ is completeif its head–label is in{c}Phon∗Sem∗ and each other of its leaf–labels
in Phon∗Sem∗. Hence, a complete expression overFeat is an expression that has
categoryc, and this instance ofc is the only instance of a syntactic feature within all
leaf–labels.

Thephonetic yield ofτ , denoted byYPhon(τ), is the string which results from con-
catenating in “left–to–right–manner” the labels assigned to the leaves of〈Nτ , /

∗
τ ,≺τ 〉

via labelτ , and replacing all instances of non–phonetic features with the empty string,
afterwards.

An υ = 〈Nυ , /
∗
υ ,≺υ , <υ , labelυ 〉 ∈ Feat(Exp) is (label preserving) isomorphic to

τ if there is a bijective functioni from Nτ ontoNυ with x/τ y iff i(x)/υ i(y), x ≺τ y
iff i(x) ≺υ i(y), x <τ y iff i(x) <υ i(y), and with labelτ (x) = labelυ (i(x)) for
x, y ∈ Nτ . i is anisomorphism (fromτ to υ).

8Thus the expression depicted in Fig.1 has featuref , while its specifier and its complement have featureg andh, respectively.
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FIG. 3. merge(υ, φ) according to (me).

DEFINITION 3.2
For τ = 〈Nτ , /

∗
τ ,≺τ , <τ , labelτ 〉 ∈ Exp(Feat) with Nτ = tNυ for somet∈ IN∗ and

some tree domainNυ , and forr∈ IN∗, (τ)r denotes theexpression shiftingτ to r,
i.e. the expression〈Nτ(r) , /

∗
τ(r) ,≺τ(r) , <τ(r) , labelτ(r)〉 overFeatwith Nτ(r) = rNυ

such that the functioniτ(r) from Nτ ontoNτ(r) with iτ(r)(tx) = rx for all x ∈ Nυ is
an isomorphism fromτ to (τ)r .9

For υ, φ ∈ Exp(Feat) let χ = 〈Nχ , /
∗
χ ,≺χ , <χ , labelχ〉 be a complex expression

overFeatwith root ε such that(υ)0 and(φ)1 are the two subexpressions ofχ whose
roots are immediately dominated byε. Thenχ is of one of two forms: in order to refer
to χ we write[<υ, φ ] if 0 <χ 1, and[>υ, φ ] if 1 <χ 0.

DEFINITION 3.3 ([18])
A minimalist grammar (MG)is a five–tupleG = 〈¬Syn, Syn, Lex,Ω, c〉 with Ω being
the operator set consisting of the structure building functionsmergeandmovedefined
w.r.t. Featas in (me) and (mo) below, respectively, and withLexbeing alexicon (over
Feat), i.e., Lex is a finite set of simple expressions overFeat, and each lexical item
τ ∈ Lex is of the form〈Nτ , /

∗
τ ,≺τ , <τ , labelτ 〉 such thatNτ = {ε}, and such that

labelτ (ε) ∈ (Select∪ Licensors)∗Base Licensees∗Phon∗Sem∗.

(me)mergeis a partial mapping fromExp(Feat) × Exp(Feat) into Exp(Feat). A pair
〈υ, φ〉 with υ, φ ∈ Exp(Feat) belongs toDom(merge) if for somex ∈ Baseand
κ, λ ∈ Feat∗, conditions (i) and (ii) are fulfilled:

(i) the head–label ofυ is =xκ (i.e.υ has selector=x), and

(ii) the head–label ofφ is xλ (i.e.φ has categoryx).

Then,

(me.1)merge(υ, φ) = [<υ′, φ′ ] if υ is simple, and

(me.2)merge(υ, φ) = [>φ′, υ′ ] if υ is complex,

whereυ′ andφ′ result fromυ andφ, respectively, just by deleting the instance of
the feature that the respective head–label starts with (cf. Fig.3).

(mo) moveis a partial mapping fromExp(Feat) into Exp(Feat). An υ ∈ Exp(Feat) is
in Dom(move) if for some-x ∈ Licenseesandκ ∈ Feat∗, (i)–(iii) are true:

9Note that for eachτ = 〈Nτ , /
∗
τ ,≺τ , <τ , labelτ 〉 ∈ Exp(Feat), a t∈ IN∗ and tree domainNυ with Nτ = tNυ exist by (E4).
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(i) the head–label ofυ is +Xκ (i.e.υ has licensor+X),

(ii) there is exactly oneφ ∈ MaxProj(υ) with head–label-xλ for someλ ∈ Feat∗

(i.e. there is exactly oneφ ∈ MaxProj(υ) that has feature-x), and

(iii) there exists aχ ∈ Comp+(υ) with φ = χ or φ ∈ Spec(χ).

Then,move(υ) = [>φ′, υ′], whereυ′ ∈ Exp(Feat) results fromυ by canceling the
instance of+X the head–label ofυ starts with, while the subtreeφ is replaced by a
single node labeledε. φ′ ∈ Exp(Feat) arises fromφ by deleting the instance of-x
the head–label ofφ starts with (cf. Fig.4).

+X�
-x�

�
�

>

�

�0ÃÃÃ
�

�0

FIG. 4. move(υ) according to (mo).

DEFINITION 3.4 ([18])
A strict minimalist grammar (SMG)is a five–tuple of the form〈¬Syn, Syn, Lex, Ω, , c〉
with Ω being the operator set consisting of the structure building functionsmergeand
moves defined w.r.t.Feat as in (me) above and (smo) below, respectively, and with
Lex being a lexicon overFeat defined as in Definition3.3 such that it additionally
holds thatlabelτ (ε) = Selectε(Select∪ Licensors)εBase Licensees∗Phon∗Sem∗ for
each〈Nτ , /

∗
τ ,≺τ , <τ , labelτ 〉 ∈ Lex.

(smo)moves is a partial mapping fromExp(Feat) into Exp(Feat). An υ ∈ Exp(Feat)
is in Dom(move) if for some-x ∈ Licenseesandκ ∈ Feat∗, (i)–(iii) are true:

(i) the head–label ofυ is +Xκ (i.e.υ has licensor+X),

(ii) there is exactly oneφ ∈ MaxProj(υ) with head–label-xλ for someλ ∈ Feat∗

(i.e. there is exactly oneφ ∈ MaxProj(υ) that has feature-x), and

(iii) there exists aχ ∈ Comp+(υ) with φ ∈ Spec∗(χ).10

Then,moves(υ) = [>χ′, υ′], canceling the instance of+X the head–label ofυ starts
with, while the subtreeχ is replaced by a single node labeledε. χ′ ∈ Exp(Feat)
arises fromχ by deleting the instance of-x the head–label ofφ starts with (cf.
Fig. 5).

For each (S)MGG = 〈¬Syn, Syn, Lex, Ω, c〉 the closure ofG, CL(G), is the set⋃
k∈IN CLk(G), whereCL0(G) = Lex, and fork ∈ IN, CLk+1(G) ⊆ Exp(Feat)

is recursively defined as the set

10Note that such aχ ∈ Comp+(υ) is unique.
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FIG. 5. moves(υ) according to (smo).

CLk(G) ∪ {merge(υ, φ) | 〈υ, φ〉 ∈ Dom(merge) ∩ CLk(G)× CLk(G)}
∪ {move′(υ) | υ ∈ Dom(move′) ∩ CLk(G)},

wheremove′ ∈ Ω\{merge}. The set{YPhon(τ) | τ ∈ CL(G) andτ complete}, denoted
by L(G), is the(string) language derivable byG.

DEFINITION 3.5
A setL is a(strict) minimalist language ((S)ML)if L = L(G) for some (S)MGG.

Just in order to complete the picture in terms of a formal definition we give

DEFINITION 3.6
An (S)MGG and an MCFGG′ areweakly equivalentif they derive the same (string)
language, i.e. ifL(G) = L(G′).

3.1 Relevant Expressions of an (S)MG

Throughout the end of this section we assumeG = 〈¬Syn, Syn, Lex, Ω, c〉 to be an
(S)MG and turn now to a “concept of relevance” being of central importance, when
we examine the weak generative power of (S)MGs. We writemove′ in order to refer
to the corresponding move–operator,moveor moves, respectively, belonging toΩ, i.e.
we haveΩ = {merge, move′}.
We start with a brief motivation of the corresponding formal settings: apart from the
head, each leaf of a complete expression ofG is labeled by a string that does not
contain any instance of some syntactic feature, whereas the head–label contains ex-
actly one such instance, namely, an instance of the completeness categoryc. Thus,
all instances of syntactic features within the leaf–labels of an expressionτ of G that
serves to derive a complete expression ofG have to be canceled at some later stage of
the derivation, except for the possible appearance of that instance of the completeness
category which finally becomes the instance within the head–label of the complete ex-
pression. Each leaf of such an expressionτ of G determines a maximal projection in
τ , where the label of each leaf different from the head is a string that contains beside
instances of non–syntactic features at most instances of syntactic features which be-
long to the set of licensees. These instances of licensee features can be checked only
by a performance of the corresponding move–operator,move′. Since, in order to end
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up in a complete expression, each of these licensee instances is checked at some stage
of the derivation by applying the move–operator either toτ or to an expression ofG
derived on the base ofτ , τ has to fulfil a particular property, namely, that ofbeing
relevant (toG) in the sense of exactly one of the following two definitions, depending
on whetherG is an MG or an SMG, respectively.

DEFINITION 3.7
In caseG is an MG, a givenτ ∈ CL(G) is relevant (toG) if it has property (RMG).

(RMG) For each-x ∈ Licenseesthere is at most oneτ-x ∈ MaxProj(τ) that has feature
-x, and if it exists thenτ-x ∈ Comp+(τ) or τ-x ∈ Spec(χ) for aχ ∈ Comp∗(τ).

DEFINITION 3.8
In caseG is an SMG, a givenτ ∈ CL(G) is relevant (toG) if it has property (RSMG).

(RSMG) For each-x ∈ Licenseesthere is at most oneτ-x ∈ MaxProj(τ) that has feature
-x, and if it exists thenτ-x ∈ Spec∗(χ) for aχ ∈ Comp∗(τ).

DEFINITION 3.9
Therelevant closure ofG, denoted byRCL(G), is the set of all relevantτ ∈ CL(G).

Consider someτ ∈ CL(G) that is relevant toG according to the respective definition,
(RMG) or (RSMG). First of allτ must not contain two different maximal projections that
have the same licensee-x. Furthermore, the uniqueness of a maximal projection inτ
that has a particular licensee feature must be accompanied by a further property: the
fulfillment of a particular condition on where this maximal projection is located inτ .
This additional demand depends on whetherG is an MG or an SMG as formulated
in (RMG) and (RSMG), respectively. In fact, this kind of expression structure is typical
of eachτ ∈ CL(G) involved in creating a complete expression ofG as will become
clear immediately. This is not to say that each expression which is relevant toG by
definition has to occur within some derivation of a complete expression ofG. In this
sense,being relevant toG rather meansbeing potentially relevantin order to derive
any complete expression ofG.

PROPOSITION3.10
Let τ ∈ RCL(G), and letυ, φ ∈ CL(G). If τ = merge(υ, φ) thenυ, φ ∈ RCL(G),
and if τ = move(υ) thenυ ∈ RCL(G).

Instead of providing a formal proof we want to address the important point underlying
the last proposition in a descriptive way: recall that in any case an arbitrary expression
τ ′ ∈ CL(G) belongs to the domain of the respective move–operator only if there is
exactly one maximal projection inτ ′ that has a particular licensee feature allowing
the projection’s movement into a specifier position, i.e. only if (i) and (ii) of ((s)mo)
are fulfilled byτ ′. But in addition this maximal projection is subject to a condition
concerning its structural position withinτ ′, namely, the corresponding condition (iii)
of (mo) or (smo). This implies that, whenever an expressionτ ′ ∈ CL(G) is irrelevant
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to G, it contains a maximal projection that has some licensee feature-x which cannot
be checked by applying the move–operator ofG to τ ′. Crucially, this “bad property”
is inherited by any expression ofG which is derived with the help of an instance
such aτ ′. That is to say, ifτ ′ participates in a derivation of some expressionτ of G,
the corresponding instance of the licensee-x will still be unchecked withinτ . Thus,
because each completeτ ∈ CL(G) is relevant toG, we can fix

COROLLARY 3.11
Eachτ ′ ∈ CL(G) that serves to derive a complete expression ofG is also an element
of RCL(G), and we haveL(G) = {YPhon(τ) | τ ∈ RCL(G) andτ complete}.
The converse of Proposition3.10 does not hold. Indeed, it may happen that from
expressions inRCL(G) irrelevant expressions are derivable.

PROPOSITION3.12
RCL(G) is generally closed neither under the merge–operator nor the move–operator.

The following paragraph gives an overview of the cases revealing the last proposition,
whereτ is supposed to be an element ofCL(G).

merge:

(ir.1) Assume thatτ = merge(υ, φ) for someυ, φ ∈ RCL(G).

Thenτ /∈ RCL(G) in each of the cases (ir.1.1)–(ir.1.4).

(ir.1.1) There areυ′ ∈ MaxProj(υ) andφ′ ∈ MaxProj(φ) that both have the same
licensee-y.

(ir.1.2) There is aχ ∈ MaxProj(υ) ∪MaxProj(φ) that has licensee-y, and the head–
label of φ is of the formx-yλ for somex ∈ Baseand λ ∈ Feat∗, i.e. λ ∈
Licensees∗Phon∗Sem∗.

(ir.1.3) G is an MG, the expressionυ is complex, and there is aφ′ ∈ MaxProj(φ) that
has some licensee-y.

(ir.1.4) G is an SMG, the expressionυ is complex, and there is aφ′ ∈ MaxProj(φ)
that has some licensee-y such thatφ′ /∈ Spec+(φ), henceφ′ /∈ Spec∗(φ).

move’ :

(ir.2) Assume thatτ = move′(υ) for someυ ∈ RCL(G).

Thenτ /∈ RCL(G) in each of the cases (ir.2.1)–(ir.2.3).

(ir.2.1) There is someφ ∈ MaxProj(υ) whose head–label is of the form-x-yλ such
that υ has licensor+X, and such that there is someφ′ ∈ MaxProj(υ) that has
feature-y, where-x, -y ∈ Licenseesandλ ∈ Feat∗.

(ir.2.2) G is an MG, and there exists aφ ∈ MaxProj(υ) that has some licensee-x
such thatυ has licensor+X, and such that there is someφ′ ∈ MaxProj(φ) different
from φ that has some licensee-y.
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>

-y

ψ

FIG. 6. A typical τ ∈ CL(G) in the sense of (ir.1.3), (ir.1.4), (ir.2.2) or (ir.2.3).

(ir.2.3) G is an SMG, and there exists aφ ∈ MaxProj(υ) that has some licensee
-x such thatυ has licensor+X, and such that there is someφ′ ∈ MaxProj(φ)
that has some licensee-y, but that does not belong toSpec∗(χ) for the existing
χ ∈ Comp+(υ) with φ ∈ Spec∗(χ).

We see that in cases (ir.1.1), (ir.1.2) and (ir.2.1) a corresponding application of
mergeor move′ produces an irrelevant expression that contradicts (RMG) as well as
(RSMG), i.e. an expression ofG that is not relevant toG independently of whetherG
is an MG an SMG, because the resulting expressionτ contains two different maximal
projections which have the same licensee, namely-y. The other cases arise speci-
ficly when dealing with an MG or SMG, respectively. We want to take up the latter
two, (ir.2.2) and (ir.2.3), in somewhat more descriptive terms here: assume that we
haveυ ∈ Dom(move), respectivelyυ ∈ Dom(moves), for someυ ∈ RCL(G). Thus
υ has licensor+X for some licensee-x. Let φ be the maximal projection inυ that
has feature-x. In caseG is an MG,move(υ) belongs toRCL(G) only if φ does not
properly include a maximal projectionψ that has some licensee feature-y. In case
G is an SMG, such aψ may exist. But it has to belong to the same setSpec∗(χ)
for someχ ∈ Comp+(υ) asφ does in order to letmoves(υ) become an element of
RCL(G). Otherwise, applyingmove, respectivelymoves, results in an expression that
does not fulfil property (RMG), respectively (RSMG), sinceφ, respectivelyχ, is moved
into a specifier position (cf. Fig.6). Similar considerations arise if two expressions are
merged in case the selecting tree is complex. This is due to the fact that, if we have
υ, φ ∈ RCL(G) such thatυ is complex andmerge(υ, φ) is defined,φ is selected as a
specifier byυ (cf. Fig. 6).

Indeed, the possibility to construct an LCFRS1,2, “not just” an LCFRS of rank
2, which is weakly equivalent to theG results essentially fromG’s property that no
proper subconstituent is extractable out of some specifier in order to move into another
specifier position, i.e. the phonetic yield of a specifier cannot be “devided” into proper
substrings by any application of some structure building function.11

Note that (RMG) and (RSMG) “deviate” from (mo) and (smo), respectively, since they
allow, for eachυ ∈ RCL(G), a maximal projectionφ ∈ MaxProj(υ) having some
licensee-x to belong toSpec(υ) or Spec∗(υ), respectively. This does not preclude the
head–label of such anυ from starting with an instance of a matching licensor feature,

11Note that, in this respect, both the MG–type and the SMG–type differ from the UMG–type, i.e. MGs as originally defined in [17].
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FIG. 7. Basic idea to define a finite partition ofRCL(G̃).

“although” υ does not belong to the domain of the respective move–operator in this
case. Nevertheless, we generally have to be aware of the fact that the corresponding
instance of-x would determine a potentially movable maximal projection as soon as
υ was selected as a (right) complement.

4 Transforming (S)MGs into weakly equivalent MCFGs

Throughout this section we let̃G = 〈¬Syn, Syn, Lex,Ω, c〉 be an MG, respectively an
SMG, in the sense of Definition3.3, respectively Definition3.4. For the appropriate
m ∈ IN we take〈-li〉1≤i≤m to be an enumeration ofLicensees⊆ Syn. Below, we
construct a weakly equivalent LCFRS1,2 G = 〈N, O,F, R, S〉, i.e.,rank(G) = 2 and,
if A → f(B, C) ∈ R thendG(B) = 1 (cf. Definition2.4). In order to achieve this,G
will operate at least w.r.t. syntactic features, on equivalence classes of a finite partition
of RCL(G̃) rather than on single expressions.

The basic idea in order to define the corresponding equivalence class of a givenτ ∈
RCL(G̃) is the following: (a) delete all non–syntactic features within the leaf-labels of
τ , and (b) reduceτ to those nodes which are the root of some maximal projection with
an open (i.e. unchecked) syntactic feature, while in parallel, the head–label of such a
maximal projection becomes the label of its root (cf. Fig.7). In this senseRCL(G̃)
is partitioned into a finite number of equivalence classes: the tree resulting fromτ
has at mostm + 1 different nodes, sinceτ is relevant toG̃. Furthermore, each node
label of the resulting tree is the suffix of the syntactic prefix of the label of a lexical
item, because of the particular feature consuming character of the structure building
operators. Regarding this partition, applications of the structure building functions do
crucially not depend on the chosen representatives. Our weakly equivalent LCFRSG
will actually operate w.r.t. a somewhat finer, but still finite partition, since some more
structural information about each relevantτ is necessary in both cases,G̃ being an MG
or an SMG, in order to be able at all to construct such an LCFRS. The tree resulting
from the corresponding reduction of aτ ∈ RCL(G̃), at least virtually, becomes a
nonterminalT ∈ N \ {S} representingτ in G. τ ’s phonetic yield will be separately
coded by somepT ∈ OΣ, a finite tuple of strings of phonetic features, that takes into
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account the structural information stored inT (cf. Definition 4.1, respectively4.5).
pT will be derivable fromT in G as a finite recursion on functions inF , since for
each particular application ofmergeor move, respectivelymoves, in G̃ there will be
some nonterminating rule inR simulating the corresponding structure building step
in G̃ (Proposition4.2, respectively4.6).12 Vice versa it will hold that, whenever some
pT ∈ OΣ is derivable inG from someT ∈ N \ {S}, there is someτ ∈ RCL(G̃) to
whichT andpT correspond as outlined above (Proposition4.3, respectively4.7).

Since eachτ ∈ Lex is simple, we identifyτ with its head–label. Also for the sake of
convenience, we can w.l.o.g. assume that for eachx ∈ Basea corresponding feature
=x is present within the setSelect, and for each-x ∈ Licenseesa corresponding
licensor+X belongs to the setLicensors. For technical reasons we define sets suf(Syn),
suf(-li) for 1 ≤ i ≤ m, andIm:

◦ suf(Syn) = {κ ∈ Syn∗ | there are aκ′ ∈ Syn∗ andζ ∈ ¬Syn∗ with κ′κζ ∈ Lex}
◦ suf(-li) = {κ ∈ suf(Syn) |κ = -liλ for someλ ∈ Syn∗} ∪ {ε}
◦ Im = {i1 · · · in |n ∈ IN, i1, . . . , in ∈ {1, . . . , m} with ij 6= ik if j 6= k}

The setIm is finite, because in particular|ι| ≤ m for eachι ∈ Im. By (N1), each
suf(-li) as well as suf(Syn) is finite, and suf(-li) ⊆ Licensees∗.

Our next goal is to show how particularm + 1–tuples can be recruited to code a finite
(ordered) tree whose set of nodes is a subset of{0, . . . , m} such that0 belongs to this
subset and represents the root of the tree. For this purpose consider anym + 1–tuple
α = 〈α0, . . . , αm〉 such thatαi ∈ {1, . . . , m}∗ for each0 ≤ i ≤ m, and such that the
requirements (a1) and (a2) are met.

(a1)α0 · · ·αm ∈ Im.

(a2) If αi = βjγ for somei, j ∈ {1, . . . , m} andβ, γ ∈ {1, . . . , m}∗ then

(i) i 6= j, and

(ii) αk = β′iγ′ for somek ∈ {0, . . . , m} andβ′, γ′ ∈ {1, . . . , m}∗.

Let /α be the binary relation on{0, . . . , m} such thati /α j iff

(/α ) αi = βjγ for someβ, γ ∈ {1, . . . ,m}∗ .

Let /
+
α and/

∗
α be the transitive and the reflexive–transitive closure of/α , respec-

tively, and assume≺α to be the binary relation on{0, . . . , m} such thati ≺α j iff

(≺α) αk = βi′γj′δ for someβ, γ, δ ∈ {1, . . . , m}∗
and somei′, j′, k ∈ {0, . . . , m} such thati′ /∗α i andj′ /∗α j .

12For eachτ ∈ Lexthere will be a terminating ruleT → pT ∈ R with T ∈ N andpT ∈ OΣ codingτ in the sense just mentioned.
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Then∆α = {i ∈ {0, . . . , m} | 0 /
∗
α i} consists of|α0 · · ·αm| + 1 elements, and

〈∆α , /
∗
α ¹∆α×∆α

,≺α¹∆α×∆α
〉 is a finite ordered tree with root0.

We takeTreecodings(m) to denote the set of allm + 1–tuples〈α0, . . . , αm〉, where
αi ∈ {1, . . . ,m}∗ for 0 ≤ i ≤ m, that are in accordance with (a1) and (a2).
Treecodings(m) is finite, sinceIm is.

4.1 MLs as MCFLs

AssumeG̃ to be an MG. We writeGMG instead ofG̃. In order to construct the weakly
equivalent LCFRSG = 〈N, O,F, R, S〉 as desired we takesim, com, true andfalse
to be pairwise distinct new symbols and next define the setsN and O, the set of
nonterminals and the set of tuples of terminal strings, respectively.

• • • Each nonterminalT ∈ N is either the start symbolS or anm + 2–tuple of the
form 〈µ̂0, µ̂1, . . . , µ̂m, t〉 with t ∈ {sim, com} andµ̂i a quadruple〈µi, αi, fi, ti〉 for
0 ≤ i ≤ m, where

(n1) µ0 ∈ suf(Syn) \⋃m
i=1 suf(-li) andµi ∈ suf(-li) for 1 ≤ i ≤ m,

(n2) αi ∈ {1, . . . , m}∗ for 0 ≤ i ≤ m with 〈α0, . . . , αm〉 ∈ Treecodings(m), and

(n3) f0 = 0 andfi ∈ {−1} ∪ {0, . . . , m} for 1 ≤ i ≤ m

such that for1 ≤ j ≤ m it holds that13

(n4) µj 6= ε iff i /T j for some0 ≤ i ≤ m iff fj ≥ 0 .

Extending the catalogue of requirements, the following ones are met:

for fmax = max{fi | 0 ≤ i ≤ m} it holds that

(n5) {fi | 0 ≤ i ≤ m} ∩ {0, . . . , m} = {0, . . . , fmax} ,

and for1 ≤ j ≤ m, (n6) is true.

(n6) If µj 6= ε theni = j for each0 ≤ i ≤ m with fi = fj .14

Finally, we demand

(n7) t0 = true andti ∈ {true, false} for 1 ≤ i ≤ m

such that for1 ≤ j ≤ m it holds that

(n8) if µj = ε thentj = true .
13In the following, for each correspondingT ∈ N \ {S} we write/T and≺T instead of/α and≺α , respectively, to denote the

relations as they result from the “tree–coding” tupleα = 〈α0, . . . , αm〉 according to (/α ) and (≺α ).
14Hence, we may conclude from (n3)–(n6) that the functionef from{0} ∪ {1 ≤ j ≤ m |µj 6= ε} into{0, . . . , fmax} defined byef(i) = fi is a bijection withef(0) = 0.
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• • • O =
⋃

n∈IN〈Σ∗〉n+1, Σ = Phonthe set of phonetic features inGMG.

It is straightforward that the setN is in fact finite, since, up to the start symbolS, N
constitutes a subset of a finite product of finite products of finite sets. Disregarding
non–syntactic features, we can useN to characterize the relevant expressions ofGMG,
the setRCL(GMG). This set itself is generally non–finite. The phonetic yield of an
expressionτ ∈ RCL(GMG) can be characterized then as a particular tuple fromO de-
pending on a corresponding nonterminal fromN which depictsτ up to non–syntactic
features. Definition4.1 below aims to motivate the definitions ofN andO in some
more detail: for this purpose letτ = 〈Nτ , /

∗
τ ,≺τ , <τ , labelτ 〉 ∈ RCL(GMG), and for

1 ≤ i ≤ m take, if there is anyτ ′ ∈ MaxProj(τ) that has licensee-li, τi to be such
a τ ′.15 Otherwise, takeτi to be a single node labeledε. Furthermore, setτ0 = τ ,
and for0 ≤ i ≤ m let ri be the root ofτi. Also, letT = 〈µ̂0, µ̂1, . . . , µ̂m, t〉 ∈ N
with t ∈ {sim, com}, and withµ̂i = 〈µi, αi, fi, ti〉 for 0 ≤ i ≤ m in accordance
with (n1)–(n5). Then definefmax = max{fi | 0 ≤ i ≤ m} and finally choose some
pT = 〈π0, π1, . . . , πfmax〉 from 〈Phon∗〉fmax+1.

DEFINITION 4.1
The pair〈T, pT 〉 corresponds toτ if (D1)–(D4) are true.

(D1) For 0 ≤ i ≤ m, µi is the prefix ofτi’s head-label which consists of just the
syntactic features, andt = sim iff τ is simple.

(D2) For0 ≤ i, j ≤ m with µi, µj 6= ε, i /+
T j iff ri /+

τ rj , andi ≺T j iff ri ≺τ rj .

(D3) If µi 6= ε for some0 ≤ i ≤ m thenπfi is the phonetic yield ofτ ′i , whereτ ′i
results fromτi by replacing for each1 ≤ j ≤ m with i/+

T j the (proper) subtreeτj

of τi by a single node labeledε in case there is no1 ≤ k ≤ m with i /+
T k /+

T j.16

(D4) If ti = false for some1 ≤ i ≤ m then τi ∈ Spec(τ). If ti = true and
µi 6= ε for some1 ≤ i ≤ m thenτi ∈ Comp+(τ) or τi ∈ Spec(τ ′) for some
τ ′ ∈ Comp+(τ).

Note that (D1) determines a particular, finite partitionP on RCL(GMG): in the cor-
responding manner, to eachτ ∈ RCL(GMG) exactly one element belonging to the
product suf(Syn)× suf(-l1)× . . .× suf(-lm)× {sim, com} can be assigned.17

(D2) can be seen then as introducing a refinementPref of P: expressionsτ from one
equivalence class are distinguished w.r.t. proper dominance,/+

τ , and precedence,≺τ ,
as it holds between each two distinct maximal projectionsτi andτj whose head–labels
start with some licensee-li and-lj , respectively. This distinction can be manifested
by assigning to eachτ ∈ RCL(GMG) a particularm + 1–tuple 〈α0, . . . , αm〉 from
Treecodings(m) by means of (D2).

15Thenτi is unique, becauseτ fulfills property (RMG).
16Recall that for1 ≤ i ≤ m, µi 6= ε iff fi > 0. Hence, ifµi 6= ε for some0 ≤ i ≤ m then the correspondingπfi

in fact exists.
17As a finite product of finite sets this product is also a finite set.
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Again letT = 〈µ̂0, . . . , µ̂m, t〉 ∈ N with t ∈ {sim, com} andµ̂i = 〈µi, αi, fi, ti〉 for
0 ≤ i ≤ m as in (n1)–(n8), definefmax = max{fi | 0 ≤ i ≤ m}, and choose some
pT = 〈π0, π1, . . . , πfmax〉 from 〈Phon∗〉fmax+1. Assume that〈T, pT 〉 corresponds to
someτ ∈ RCL(GMG) as in Definition4.1.

Then t as well as eachµi and eachαi for 0 ≤ i ≤ m is unique, because (D1)
and (D2) hold. For each possible combination consisting off0, f1, . . . , fm there is
exactly onepT that satisfies the requirement (D3). Theµi’s, theαi’s andt determine
the equivalence class ofτ w.r.t. the refined partitionPref on RCL(GMG). If fi = −1
for some1 ≤ i ≤ m thenµi = ε. Recall thatf0 = 0. If fi ≥ 0 for some0 ≤ i ≤ m
thenµi 6= ε. In this case, according to (D3), the componentπfi

of pT specifies that
part of the phonetic yield ofτi that is definitely “non–extractable.” That is to say, no
movement can apply toτ such that a proper subexpression ofτi is extracted pied–
piping some (proper) subpart ofπfi .

The requirement (D4) finally equipsT , in terms of correspondence, with some fur-
ther structural information aboutτ as to where the maximal projections inτ that have
a licensee feature are located. To put it differently, we are provided by means ofT with
some further knowledge ofτ as it is necessary concerning the potential application of
the move–operator inGMG. If ti = false for some1 ≤ i ≤ m thenT mirrors the fact
that, within the configuration of the correspondingτ , the attraction ofτi by the head of
τ into a specifier position is not allowed under any circumstances, i.e. an application
of movewould be blocked even if the head–label ofτ started with an instance of the
corresponding licensor+Li. Having this information accessible inT will be one im-
portant prerequisite in order to successfully define the LCFRSG = 〈N, O, F, R, S〉
such that it will be weakly equivalent toGMG.

• • • The setF of functions and the setR of rewriting rules are simultaneously de-
fined w.r.t. the occurrence of anf ∈ F within anr ∈ R.

Nonterminating rules: First of all we define two initial rules by

(r0) S → idPhon∗(T ) ∈ R for T = 〈µ̂0, µ̂1, . . . , µ̂m, t〉 ∈ N

with µ̂0 = 〈c, ε, 0, true〉, with µ̂i = 〈ε, ε,−1, true〉 for 1 ≤ i ≤ m, and with
t ∈ {sim, com}. idPhon∗ is the identity function onPhon∗.

Next, forx ∈ Basesuppose that

xλ ∈ suf(Syn) with λ ∈ Syn∗, i.e.,λ ∈ Licensees∗, /cf. (ii) of (me)/
sκ ∈ suf(Syn) with s = =x andκ ∈ Syn∗, /cf. (i) of (me)/
νi, ξi ∈ suf(-li) for 1 ≤ i ≤ m /cf. (RMG)/

such that for1 ≤ i ≤ m it holds that

νi = ε or ξi = ε, /cf. (ir.1.1)/
νi = ξi = ε if λ = -liλ

′ with λ′ ∈ Syn∗. /cf. (ir.1.2)/
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Choosegi, hi ∈ {−1} ∪ {0, . . . , m}, ui, vi ∈ {true, false} for 1 ≤ i ≤ m, βi,
γi ∈ {1, . . . , m}∗ for 0 ≤ i ≤ m, andu, v ∈ {sim, com} such that

U = 〈〈sκ, β0, 0, true〉, 〈ν1, β1, g1, u1〉, . . . , 〈νm, βm, gm, um〉, u〉 ∈ N ,
V = 〈〈xλ, γ0, 0, true〉, 〈ξ1, γ1, h1, v1〉, . . . , 〈ξm, γm, hm, vm〉, v〉 ∈ N ,

and such that, additionally,

if u = com thenξi = ε for each1 ≤ i ≤ m, /cf. (ir.1.3)/
if u = sim thenνi = ε for each1 ≤ i ≤ m.18 /cf. (D1)/

Proceeding, letgmax = max{gi | 0 ≤ i ≤ m}, andhmax = max{hi | 0 ≤ i ≤ m}.
In caseλ = ε we setj = 0 and take

T = 〈〈κ, γ0β0, 0, true〉, µ̂1, . . . , µ̂m, com〉 ∈ N , and

in caseλ 6= ε we choose the uniquely existing1 ≤ j ≤ m such thatλ = -ljλ
′ for

someλ′ ∈ suf(Syn∗) and we take

T = 〈〈κ, jβ0, 0, true〉, µ̂1, . . . , µ̂m, com〉 ∈ N ,

where in both cases for1 ≤ i ≤ m we have

µ̂i =





〈νi, βi, gi, ui〉 if i 6= j andξi = ε
〈ξi, γi, gmax + hi, true〉 if i 6= j andξi 6= ε

〈λ, γ0, gmax + hmax + 1, true 〉 if i = j andu = sim
〈λ, γ0, gmax + hmax + 1, false〉 if i = j andu = com

For the functionmergeU,V ∈ F as defined below, we finally let

(r1) T → mergeU,V

(
U, V

) ∈ R if u = sim , and

T → mergeU,V

(
V, U

) ∈ R if u = com .

Assumex0, x1, . . . , xm, y0, y1, . . . , ym to be pairwise distinct variables, and define
x = 〈x0, x1 . . . , xgmax〉 andy = 〈y0, y1, . . . , yhmax〉. Note thatgmax = 0 if u = sim,
and thathmax = 0 if u = com. Moreover, let̂ ∈ {0, 1} be such that̂ = 0 iff j = 0.

In caseu = sim, mergeU,V is the function fromPhon∗ × 〈Phon∗〉hmax+1 into the set
〈Phon∗〉hmax+b+1defined by

〈x, y〉 7→
{ 〈x0y0, y1, . . . , yhmax〉 if ̂ = 0
〈 x0 , y1, . . . , yhmax , y0〉 if ̂ = 1

In caseu = com, mergeU,V is the function fromPhon∗ × 〈Phon∗〉gmax+1 into the set
〈Phon∗〉gmax+b+1 defined by

18According to (n2) and (n4) the latter two restrictions are equivalent to the respective following two: ifu = com then for each0 ≤ i ≤ m

with 0 /
∗
V i it holds thati = 0; if u = sim then for each0 ≤ i ≤ m with 0 /

∗
U i it holds thati = 0.
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〈y, x〉 7→
{ 〈y0x0, x1, . . . , xgmax〉 if ̂ = 0
〈 x0 , x1, . . . , xgmax , y0〉 if ̂ = 1

Now, for some1 ≤ j ≤ m, suppose that

νj ∈ suf(-lj) with νj = -ljλ for aλ ∈ Licensees∗, /cf. (ii) of (mo)/
lκ ∈ suf(Syn) with l = +Lj andκ ∈ Syn∗, /cf. (i) of (mo)/
νi ∈ suf(-li) for 1 ≤ i ≤ m with i 6= j /cf. (RMG)/

such that for1 ≤ i ≤ m with i 6= j it holds that

νk = ε if λ = -lkλ′ with λ′ ∈ Syn∗. /cf. (ir.2.1)/

Next choose elementsgi ∈ {−1} ∪ {0, . . . , m}, ui ∈ {true, false} for 1 ≤ i ≤ m,
andβi ∈ {1, . . . , m}∗ for 0 ≤ i ≤ m such that

U = 〈〈lκ, β0, 0, true〉, 〈ν1, β1, g1, u1〉, . . . , 〈νm, βm, gm, um〉, com〉 ∈ N ,

and such that, additionally,

uj = true, /cf. (iii) of (mo)/

and furthermore,

βi = ε for each1 ≤ i ≤ m with j /
+
U i. /cf. (ir.2.2)/

Let j′ ∈ {0, . . . , m} such thatβj′ = ζj′jηj′ for someζj′ , ηj′ ∈ {1, . . . , m}∗.19

In caseλ = ε we setk = 0 and take

T = 〈〈κ, b0, βjβ, 0, true〉, µ̂1, . . . , µ̂m, com〉 ∈ N .

In caseλ 6= ε we choose the uniquely existing1 ≤ k ≤ m such thatλ = -lkλ′ for
someλ′ ∈ Syn∗ and we take

T = 〈〈κ, b0, kβ, 0, true〉, µ̂1, . . . , µ̂m, com〉 ∈ N ,

where in both casesβ is defined byβ = ζj′ηj′ if j′ = 0, andβ = β0 otherwise.
Furthermore, for each1 ≤ i ≤ m we have

µ̂i =





〈λ, βj , gj , false〉 if i = k
〈ε, ε,−1, true〉 if i 6= k andi = j
〈νi, ζiηi, g̃i, ui〉 if i 6= k andi = j′

〈νi, βi , g̃i, ui〉 if i 6= k, i 6= j andi 6= j′

whereg̃i = gi − 1 if k = 0 andgi > gj , andg̃i = gi otherwise.

Now, for the functionmoveU ∈ F as defined below we let
19Thus,j′ /U j and thereforej′ 6= j. Such aj′ exists and is unique by (n2) and (n4).
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(r2) T → moveU
(
U

) ∈ R .

Let gmax = max{gi | 0 ≤ i ≤ m}, let x0, x1, . . . , xm be pairwise distinct variables,
definex = 〈x0, . . . , xgmax〉, and let̂k ∈ {0, 1} be such that̂k = 0 iff k = 0.

moveU is the function from〈Phon∗〉gmax+1 into 〈Phon∗〉gmax+bk defined by

x 7→
{ 〈xgj x0, x1, . . . , xgj−1, xgj+1, . . . , xgmax〉 if k = 0
〈x0, x1, . . . , xgmax〉 if k 6= 0

Terminating rules: For eachκπι ∈ Lexwith κ ∈ Syn∗, π ∈ Phon∗ andι ∈ Sem∗ let

(r3) T → π ∈ R , whereT = 〈〈κ, ε, 0, true〉, ν̂1, . . . , ν̂m, sim〉 ∈ N \ {S}
with ν̂i = 〈ε, ε,−1, true〉 for 1 ≤ i ≤ m.

The weak equivalence of the given MGGMG and the LCFRSG as constructed above
from GMG is fixed in Corollary4.4, which can be seen as a consequence of two propo-
sitions, namely, Proposition4.2and4.3.

PROPOSITION4.2
If τ ∈ RCL(GMG) then aT ∈ N \ {S} and apT ∈ LG(T ) exist such that〈T, pT 〉
corresponds toτ according to Definition4.1.

PROOF (SKETCH). The proof follows from an induction verifying (4.2k) for k ∈ IN.

(4.2k) If τ ∈ CLk(GMG) ∩ RCL(GMG), there are someT = 〈µ̂0, . . . , µ̂m, t〉 ∈ N and
pT ∈ Lk

G(T ) such that〈T, pT 〉 corresponds toτ in the sense of Definition4.1.

BecauseLex= CL0(GMG)∩RCL(GMG), (4.20) holds according to (r3). As far as the
induction step is concerned we will skip specific details, emphasizing the crucial line
of argumentation: whenever for somek ∈ IN, someτ ∈ CLk+1(GMG) ∩ RCL(GMG)
results from an application ofmergeto a pair〈υ, φ〉 for someυ, φ ∈ CLk(GMG), υ and
φ must not be in line with (ir.1.1)–(ir.1.3), sinceτ is relevant toGMG. Note thatυ andφ
are fromRCL(GMG) by Proposition3.10. Hence, for anyU, V ∈ N andpU , pV ∈ OΣ

such that〈U, pU 〉 and〈V, pV 〉 correspond toυ andφ, respectively,U andV obey the
restrictions demanded in order to appear on the righthand side of some rule of the form
(r1). By hypothesis suchU, V ∈ N andpU , pV ∈ OΣ exist such thatpU ∈ Lk

G(U)
andpV ∈ Lk

G(V ). By definition, for the corresponding nonterminalT from (r2) and
the tuplepT = mergeU,V (pU , pV ) ∈ LG(T ), the pair〈T, pT 〉 corresponds toτ .

If for somek ∈ IN, someτ ∈ CLk+1(GMG) ∩ RCL(GMG) is of the formmove(υ)
for someυ ∈ CLk(GMG), υ cannot be subject to (ir.2.1) and (ir.2.2).υ ∈ RCL(GMG)
by Proposition3.10. Hence, for anyU ∈ N andpU ∈ OΣ such that〈U, pU 〉 corre-
sponds toυ, U provides the case of anU as it appears in (r2). Here by hypothesis,
a correspondingU andpU exist such thatpU ∈ Lk

G(U), and by definition, for the
corresponding nonterminalT from (r2) and the tuplepT = moveU (pU ) ∈ LG(T ), the
pair 〈T, pT 〉 corresponds toτ . ¤
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PROPOSITION4.3
If pT ∈ LG(T ) for someT ∈ N \ {S} andpT ∈ O, then there is aτ ∈ RCL(GMG)
that corresponds to〈T, pT 〉 in the sense of Definition4.1.

PROOF (SKETCH). Here, an induction proving (4.3k) for k ∈ IN yields the result.

(4.3k) If pT ∈ Lk
G(T ) for someT ∈ N \ {S} then 〈T, pT 〉 corresponds to some

τ ∈ CLk(GMG) ∩ RCL(GMG).

Again becauseLex = CL0(GMG) ∩ RCL(GMG), (4.30) holds according to (r3). Re-
garding the induction step, we summarize the decisive points: consider first the case
that for somek ∈ IN, there are someU, V ∈ N , and somepU ∈ Lk

G(U) and
pV ∈ Lk

G(V ) such thatU andV fulfil the requirements to occur on the righthand
side of some rule of the form (r1). Then for the correspondingT from (r1) and
pT = mergeU,V (pU , pV ), we havepT ∈ Lk+1

G (T ). By hypothesis there are not only
υ, φ ∈ CLk(GMG) ∩ RCL(GMG) such that〈U, pU 〉 and〈V, pV 〉 correspond toυ andφ,
respectively. The restrictions applying toU andV also ensure thatτ = merge(υ, φ)
is defined, and they ensure thatυ andφ do not chime in with one of the cases (ir.1.1)–
(ir.1.3). Thus,τ is relevant toGMG. Moreover,〈T, pT 〉 corresponds toτ .

Now, assume that for somek ∈ IN there are anyU ∈ N andpU ∈ Lk
G(U) such that

U fulfills the requirements to occur on the righthand side of some rule of the form (r2).
For the correspondingT from (r2) andpT = moveU (U), we havepT ∈ Lk+1

G (T ). By
hypothesis there is anυ ∈ CLk(GMG) ∩ RCL(GMG) such that〈U, pU 〉 corresponds to
υ. The restrictions applying toU imply that υ ∈ Dom(move), and they preventυ
from constituting a case in the sense of (ir.2.1) or (ir.2.2). Therefore,τ = move(υ) is
defined and relevant toGMG. The pair〈T, pT 〉 corresponds toτ . ¤

COROLLARY 4.4
π ∈ L(G) iff π ∈ L(GMG) for eachπ ∈ Phon∗.

PROOF. To show that the “if–part” holds, choose completeτ ∈ CL(GMG) with pho-
netic yieldπ ∈ Phon∗. Let T = 〈µ̂0, . . . , µ̂m, t〉 ∈ N with t ∈ {sim, com}, and with
µ̂i = 〈µi, αi, fi, ti〉 for 0 ≤ i ≤ m as in (n1)–(n8), and letpT ∈ 〈Phon∗〉fmax+1,
wherefmax = max{fi | 0 ≤ i ≤ m}. Assume that〈T, pT 〉 corresponds toτ in the
sense of Definition4.1. By Proposition4.2, T andpT exist such thatpT ∈ LG(T ).
Becauseτ is complete, we havêµ0 = 〈c, ε, 0, true〉 and µ̂i = 〈ε, ε,−1, true〉 for
1 ≤ i ≤ m. From (r0) we therefore conclude thatπ ∈ LG(S) = L(G).

To prove the “only if”–part, take someπ ∈ L(G) = LG(S). By definition ofR
each rule applicable toS is of the form (r0). Thus, there is apT ∈ LG(T ) ⊆ Phon∗

such thatπ = idPhon∗(pT ) = pT for T ∈ N as in (r0).〈T, pT 〉 corresponds to some
τ ∈ RCL(GMG) by Proposition4.3. This τ is complete by (D1), andπ = pT is the
yield of τ by (D3). ¤
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4.2 SMLs as MCFLs

We now supposẽG to be an SMG, and we writeGSMG instead ofG̃. Constructing the
weakly equivalent LCFRS1,2 G = 〈N,O, F,R, S〉, we again takesim andcom to be
pairwise distinct new symbols and continue by providing the definitions ofN andO,
the set of nonterminals and the set of tuples of terminal strings, respectively.

• • • Each nonterminalT ∈ N is either the start symbolS or anm + 2–tuple of
the form〈µ̂0, µ̂1, . . . , µ̂m, t〉 with t ∈ {sim, com}, and withµ̂i a triple〈µi, αi, fi〉 for
0 ≤ i ≤ m, where

(n1) µ0 ∈ suf(Syn) \⋃m
i=1 suf(-li) andµi ∈ suf(-li) for 1 ≤ i ≤ m,

(n2) αi ∈ {1, . . . ,m}∗ for 0 ≤ i ≤ m with 〈α0, . . . , αm〉 ∈ Treecodings(m), and

(n3) f0 = 0 andfi ∈ {−1} ∪ {0, . . . , m} for 1 ≤ i ≤ m

such that for1 ≤ j ≤ m it holds that20

(n4) µj 6= ε iff i /T j for some0 ≤ i ≤ m iff fj ≥ 0 ,

and such that forfmax = max{fi | 0 ≤ i ≤ m} it holds that

(n5) {fi | 0 ≤ i ≤ m} ∩ {0, . . . ,m} = {0, . . . , fmax} .21

Note that, by (n1)–(n4), it holds that

◦ for each0 ≤ j ≤ m with µj 6= ε there is exactly one0 ≤ i ≤ m with fi = fj

such thati /
∗
T k or i ≺T k for each0 ≤ k ≤ m with fi = fk .

• • • We letO =
⋃

n∈IN〈Σ∗〉n+1, Σ = Phonthe set of phonetic features inGSMG.

ConsiderT = 〈µ̂0, µ̂1, . . . , µ̂m, t〉 ∈ N with t ∈ {sim, com} and µ̂i = 〈µi, αi, fi〉
for 0 ≤ i ≤ m in accordance with (n1)–(n5). From one perspective, each such
nonterminalT could be seen as being “internally” less complex than a corresponding
nonterminal of the “MG–case.” Here, each of the firstm + 1 components, i.e. each
µ̂i with 0 ≤ i ≤ m, is a triple instead of a quadruple that has just lost its fourth
componentti ∈ {true, false}. But at the same time, the relation between those first
m + 1–components has become more involved. To put it differently, where condition
(n6) in conjunction with (n3) formerly ensured the uniqueness of the third component
fi of eachµ̂i with first componentµi 6= ε for 0 ≤ i ≤ m, the omission of condition
(n6) now allows such anfi to be identical to anotherfj for some0 ≤ j ≤ m with
j 6= i under particular circumstances. Of course, up to the start symbolS, N is

20In the following, adhering to the notational conventions of the last subsection, for each correspondingT ∈ N \ {S} we write /T

and≺T instead of/α and≺α , respectively, to denote the relations as they result from the “tree–coding” tupleα = 〈α0, . . . , αm〉
according to (/α ) and (≺α ).

21Hence, we may conclude from (n3)–(n5) that the functionef from{0} ∪ {1 ≤ j ≤ m |µj 6= ε} into{0, . . . , fmax} defined byef(i) = fi is a surjection withef(0) = 0.
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nevertheless a subset of a finite product of finite products of finite sets and, for this
reason, a finite set itself.

Now, let τ = 〈Nτ , /
∗
τ ,≺τ , <τ , labelτ 〉 ∈ RCL(GSMG). For1 ≤ i ≤ m we choose, if

possible at all, someτi ∈ MaxProj(τ) that has licensee-li.22 Otherwise, we takeτi to
be a single node labeledε. Further, we setτ0 = τ , and for0 ≤ i ≤ m we letri denote
the root ofτi. We also take someT = 〈µ̂0, µ̂1, . . . , µ̂m, t〉 ∈ N with t ∈ {sim, com}
andµ̂i = 〈µi, αi, fi〉 for 0 ≤ i ≤ m in accordance with (n1)–(n5), and we then define
fmax = max{fi | 0 ≤ i ≤ m}. Depending onT we letpT = 〈π0, π1, . . . , πfmax〉 be
anfmax + 1–tuple fromO.

DEFINITION 4.5
The pair〈T, pT 〉 corresponds toτ if (SD1)–(SD4) are true.

(SD1)For 0 ≤ i ≤ m, µi is the prefix ofτi’s head-label which consists of just the
syntactic features, andt = sim iff τ is simple.

(SD2)For0 ≤ i, j ≤ m with µi, µj 6= ε, i /+
T j iff ri /+

τ rj , andi ≺T j iff ri ≺τ rj .

(SD3) If µi 6= ε for some0 ≤ i ≤ m thenπfi is the phonetic yield ofυ′, where
υ′ results from the uniquely existingυ ∈ Comp∗(τ) with τi ∈ Spec∗(υ) in the
following way: we replace by a single node labeledε eachφ ∈ Comp+(υ) for
which there is some1 ≤ j ≤ m with µj 6= ε such thatτj ∈ Spec∗(φ), and such
that there is no1 ≤ k ≤ m with µk 6= ε such thatτk ∈ Spec∗(χ) for some
χ ∈ Comp+(τ) with φ ∈ Comp+(χ).23

(SD4) If there is someυ ∈ Comp∗(τ) for which there is some1 ≤ i ≤ m with µi 6= ε
such thatτi ∈ Spec∗(υ) then for each0 ≤ j ≤ m with µj 6= ε it holds that
τj ∈ Spec∗(υ) iff fj = fi.

We see that, fitting in with (D1) and (D2) of Definition4.1, the corresponding
corresponds to–definition in the “MG–case,” (SD1) and (SD2) mirror the possibil-
ity of defining a particular finite partitionP on RCL(GSMG) by means of the product
suf(Syn)×suf(-l1)× . . .×suf(-lm)×{sim, com}, and a particular refinementPref of
P by means ofTreecodings(m). In other words, the equivalence class inPref to which
τ belongs is characterized in terms of〈µ0, µ1, . . . , µm, t〉 and〈α0, α1, . . . , αm〉. Re-
call that the relevance condition (RSMG) fulfilled by τ modifies the relevance condition
(RMG) for expressions of an MG without changing the requirement that for each li-
censee-x there is at most one maximal projection inτ that has this licensee.

(SD3) departs from (D3) in a significant way. This is due to the fact that the move–
operatormoves of the SMGGSMG is not simply a restriction of the corresponding struc-
ture building functionmovefrom Exp(¬Syn∪Syn) into Exp(¬Syn∪Syn): whenever a
maximal projectionτ ′ in τ has some licensee-x that triggers an application ofmovesr,

22If such aτi exists, it is unique. Recall thatτ has property (RSMG).
23If a correspondingφ exists then it is unique, becauseComp+(υ) is totally ordered bycomp

∗
τ . Furthermore, according to (n4), for each

1 ≤ i ≤ m we haveµi = ε iff fi = −1. Hence, ifµi 6= ε for some1 ≤ i ≤ m then the correspondingπfi
in fact exists.
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it will be the maximal projectionυ ∈ Comp+(τ) with τ ′ ∈ Spec∗(υ) which will move
into a specifier position. If the corresponding instance of the licensee-x were to trig-
ger an application ofmove, it would beτ ′ itself that would move. We clarify the
intentions underlying (SD3) in somewhat more detail having a look at (SD4).

(SD4) is actually rather self–explanatory, taking into account the relevance con-
dition (RSMG) as it differs from the corresponding condition (RMG) for MGs: because
(RSMG) is obeyed byτ , for each1 ≤ i ≤ m with µi 6= ε there is some expression
υ ∈ Comp∗(τ) such thatτi ∈ Spec∗(υ). Such anυ is unique, becauseComp∗(τ)
is totally ordered by the binary relationcomp∗τ . (SD4) now states that, whenever for
someυ ∈ Comp∗(τ) there is some1 ≤ i ≤ m with µi 6= ε such thatτi ∈ Spec∗(υ),
then for all and only those0 ≤ j ≤ m with fj = fi the maximal projectionτj also
belongs toSpec∗(υ). In particular, this ensures a specific kind of unique relation be-
tween such anυ ∈ Comp∗(τ) and some component ofpT , namely,πfi :

24 according
to (SD3), this componentπfi specifies that part of the phonetic yield ofυ which is
not “extractable” by any means. That is, the part that will not become subject to pied–
piping if any movement of some maximal projectionυ′ ∈ Comp+(τ) takes place
that has been potentially licensed by means ofµj 6= ε for some1 ≤ j ≤ m with
τj ∈ Spec∗(υ′).

• • • The setF of functions and the setR of rewriting rules are simultaneously de-
fined w.r.t. the occurrence of anf ∈ F within anr ∈ R.

Nonterminating rules: First of all we define two initial rules by

(r0) S → idPhon∗(T ) ∈ R for T = 〈µ̂0, µ̂1, . . . , µ̂m, t〉 ∈ N

with µ̂0 = 〈c, ε, 0〉, µ̂i = 〈ε, ε,−1〉 for 1 ≤ i ≤ m andt ∈ {sim, com}. The function
idPhon∗ from Phon∗ onto Phon∗ is the identity function represented byx 7→ x for
some variablex.

Forx ∈ Basesuppose that

xλ ∈ suf(Syn) with λ ∈ Syn∗, i.e.λ ∈ Licensees∗, /cf. (ii) of (me)/
sκ ∈ suf(Syn) with s = =x andκ ∈ Syn∗, /cf. (i) of (me)/
νi, ξi ∈ suf(-li) for 1 ≤ i ≤ m /cf. (RSMG)/

such that for1 ≤ i ≤ m it holds

νi = ε or ξi = ε, /cf. (ir.1.1)/
νj = ξj = ε if λ = -ljλ

′ with λ′ ∈ Syn∗. /cf. (ir.1.2)/

We choose elementsgi, hi ∈ {−1}∪{0, . . . , m} for 1 ≤ i ≤ m, βi, γi ∈ {1, . . . , m}∗
for 0 ≤ i ≤ m, andu, v ∈ {sim, com} such that

24Note also that, sincef0 = 0, and sinceτ = τ0 is the onlyυ ∈ Comp∗(τ) with τ0 ∈ Spec∗(υ), it is a consequence of (SD4) that
for each1 ≤ j ≤ m with µj 6= ε we haveτj ∈ Spec∗(τ) iff fj = 0.
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U = 〈〈sκ, β0, 0〉, 〈ν1, β1, g1〉, . . . , 〈νm, βm, gm〉, u〉 ∈ N ,
V = 〈〈xλ, γ0, 0〉, 〈ξ1, γ1, h1〉, . . . , 〈ξm, γm, hm〉, v〉 ∈ N ,

and such that, additionally,

if u = com thenξ = ε for each1 ≤ i ≤ m with hi 6= 0,25 /cf. (ir.1.4)/
if u = sim thenνi = ε for each1 ≤ i ≤ m. /cf. (SD1)/

Proceeding, we letgmax = max{gi | 0 ≤ i ≤ m}, andhmax = max{hi | 0 ≤ i ≤ m}.
In caseu = sim, λ = ε andhi 6= 0 for each1 ≤ i ≤ m, we setj = 0, and we take

T = 〈〈κ, γ0β0, 0〉, µ̂1, . . . , µ̂m, com〉 ∈ N .

In caseu = sim, λ = ε andhi = 0 for some1 ≤ i ≤ m, we choose the uniquely
existing1 ≤ j ≤ m with hj = 0 such thatj /

∗
V i or j ≺V i for each1 ≤ i ≤ m with

hi = 0, and we take

T = 〈〈κ, γ0β0, 0〉, µ̂1, . . . , µ̂m, com〉 ∈ N .

In caseu = sim andλ 6= ε, we choose the uniquely existing1 ≤ j ≤ m such that
λ = -ljλ

′ for someλ′ ∈ suf(Syn∗), and we take

T = 〈〈κ, jβ0, 0〉, µ̂1, . . . , µ̂m, com〉 ∈ N ,

where for all subcases ofu = sim, for 1 ≤ i ≤ m we have

µ̂i =





〈νi, βi, gi〉 if i 6= j andξi = ε

〈ξi, γi, hi〉 if i 6= j andξi 6= ε, and ifhi 6= 0

〈ξi, γi, hmax + 1〉 if i 6= j andξi 6= ε, and ifhi = 0

〈ξi, γi, hmax + 1〉 if i = j andλ = ε (i.e.hi = 0)

〈λ, γ0, hmax + 1〉 if i = j andλ 6= ε (i.e.hi = −1)

In caseu = com andλ = ε, we setj = 0, and we let

T = 〈〈κ, γ0β0, 0〉, µ̂1, . . . , µ̂m, com〉 ∈ N .

In caseu = com and λ 6= ε, we choose existing and unique1 ≤ j ≤ m with
λ = -ljλ

′ for someλ′ ∈ suf(Syn∗), and we take

T = 〈〈κ, jβ0, 0〉, µ̂1, . . . , µ̂m, com〉 ∈ N ,

where in all cases ofu = com, for 1 ≤ i ≤ m we have

µ̂i =





〈νi, βi, gi〉 if i 6= j andξi = ε

〈ξi, γi, hi〉 if i 6= j andξi 6= ε (i.e.hi = 0)

〈λ, γ0, 0〉 if i = j
25According to (n2)–(n4) this restriction is equivalent to the following: ifu = com thenhi = 0 for each1 ≤ i ≤ m with 0 /

∗
V i.
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Then, formergeU,V ∈ F as defined below, we finally let

(r1) T → mergeU,V

(
U, V

) ∈ R if u = sim ,

T → mergeU,V

(
V, U

) ∈ R if u = com .

As in the previous subsection we letxH , x0, x1, . . . , xm, yH , y0, y1, . . . , ym be
pairwise distinct variables. Then we respectively definex andy as thegmax + 1–
tuple〈x0, x1 . . . , xgmax〉 and thehmax + 1–tuple〈y0, y1, . . . , yhmax〉. Again we have
gmax = 0 in caseu = sim, andhmax = hH = 0 in caseu = com, and again we
definê ∈ {0, 1} to be such that̂ = 0 iff j = 0.

In caseu = sim, mergeU,V is the function fromPhon∗ × 〈Phon∗〉hmax+1 into the set
〈Phon∗〉hmax+b+1defined by

〈x, y〉 7→
{ 〈x0y0, y1, . . . , yhmax〉 if ̂ = 0
〈 x0 , y1, . . . , yhmax , y0〉 if ̂ = 1

In caseu = com, mergeU,V is the function fromPhon∗ × 〈Phon∗〉gmax+1 into the set
〈Phon∗〉gmax+b+1 defined by

〈y, x〉 7→ 〈y0x0, x1, . . . , xgmax〉

Now, for some1 ≤ j ≤ m, suppose that

νj ∈ suf(-lj) with νj = -ljλ for someλ ∈ Licensees∗, /cf. (ii) of (smo)/
lκ ∈ suf(Syn) with l = +Lj andκ ∈ Syn∗, /cf. (i) of (smo)/
νi ∈ suf(-li) for 1 ≤ i ≤ m with i 6= j /cf. (RSMG)/

such that for1 ≤ i ≤ m with i 6= j it holds that

νi = ε if λ = -liλ
′ with λ′ ∈ Syn∗. /cf. (ir.2.1)/

Next, choose elementsgi ∈ {−1}∪{0, . . . ,m} for 1 ≤ i ≤ m andβi ∈ {1, . . . , m}∗
for 0 ≤ i ≤ m such that

U = 〈〈lκ, β0, 0〉, 〈ν1, β1, g1〉, . . . , 〈νm, βm, gm〉, com) ∈ N ,

and such that, additionally,

gJ 6= 0, /cf. (iii) of (smo)/

and, furthermore,

gi = gJ for each1 ≤ i ≤ m with J /
+
U i or J ≺U i, /cf. (ir.2.3)/

whereJ ∈ {1, . . . , m} with gJ = gj such that
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J /
∗
U i or J ≺U i for each1 ≤ i ≤ m with gi = gj .26 /cf. (SD4)/

If λ = ε we setk = 0. If λ 6= ε we let 1 ≤ k ≤ m such thatλ = -lkλ′ for
someλ′ ∈ Syn∗. Furthermore, we choose existing and unique0 ≤ j′ ≤ m such that
βj′ = ζj′Jηj′ for someζj′ , ηj′ ∈ {1, . . . , m}∗. Hencej′ /U J , implying thatj′ 6= J .

Then, in caseJ = j andk = 0, we take

T = 〈〈κ, βJηj′β, 0〉, µ̂1, . . . , µ̂m, com〉 ∈ N .

In caseJ = j andk 6= 0, we take

T = 〈〈κ, kηj′β, 0〉, µ̂1, . . . , µ̂m, com〉 ∈ N .

In caseJ 6= j, we take

T = 〈〈κ, Jηj′β, 0〉, µ̂1, . . . , µ̂m, com〉 ∈ N ,

where in all three casesβ = ζj′ if j′ = 0, andβ = β0 otherwise. Furthermore, for
1 ≤ i ≤ m we have

µ̂i =





〈λ, βj , 0〉 if i = k

〈ε, ε,−1〉 if i = j andj 6= k

〈νi, ζi, g̃i〉 if i = j′

〈νi, ζiβjηi, 0〉 if i /U j, i 6= j′ andk = 0,27

whereζi, ηi ∈ {1, . . . , m}∗ with βi = ζijηi

〈νi, ζikηi, 0〉 if i /U j, i 6= j′ andk 6= 0,
whereζi, ηi ∈ {1, . . . , m}∗ with βi = ζijηi

〈νi, βi, 0〉 if J /
∗
U i or J ≺U i for i 6= j andi 6/U j 28

〈νi, βi, g̃i〉 otherwise

where for1 ≤ i ≤ m, g̃i ∈ {−1} ∪ {0, . . . , m} is defined by

g̃i =
{

gi − 1 if gi > gj = gJ
29

gi in all other cases

Now, for the functionmoveU ∈ F as defined below we let

(r2) T → moveU
(
U

) ∈ R .

Once more, we letgmax = max{gi | 0 ≤ i ≤ m}, we let xH , x0, x1, . . . , xm be
pairwise distinct variables, and we letx be thegmax + 1–tuple〈x0, . . . , xgmax〉.
moveU is the function from〈Phon∗〉gmax+1 into 〈Phon∗〉gmax defined by

26Becauseµj 6= ε andgj = gJ 6= 0, it turns out, by (n4), thatgj > 0.
27Let 0 ≤ i ≤ m with i /U j: if j = J theni = j′; if j 6= J thenJ /

∗
U i or J ≺U i.

28Recall that, ifJ /
∗
U i or J ≺U i for some1 ≤ i ≤ m thengi = gj by assumption onU .

29Note thatgi > gj for some1 ≤ i ≤ m implies thati /
+
U J or i ≺U J .
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x 7→ 〈xgJ
x0, x1, . . . , xgJ−1, xgJ+1, . . . , xgmax〉

Terminating rules: For eachκπι ∈ Lexwith κ ∈ Syn∗, π ∈ Phon∗ andι ∈ Sem∗ let

(r3) T → π ∈ R , whereT = 〈〈κ, ε, 0〉, ν̂1, . . . , ν̂m, sim〉 ∈ N \ {S}
with ν̂i = 〈ε, ε,−1〉 for 1 ≤ i ≤ m.

Analogously to the “MG-case,” the weak equivalence ofG andGSMG (Corollary4.8)
results from two propositions, namely, the following ones:

PROPOSITION4.6
If τ ∈ RCL(GMG) then aT ∈ N \ {S} and apT ∈ LG(T ) exist such that〈T, pT 〉
corresponds toτ according to Definition4.5.

PROPOSITION4.7
If pT ∈ LG(T ) for someT ∈ N \ {S} andpT ∈ O, then there is aτ ∈ RCL(GMG)
that corresponds to〈T, pT 〉 in the sense of Definition4.5.

The analogy to the respective propositions concerning the given MGGMG is obvious,
and again, respective inductions onk ∈ IN would serve to prove them formally. In-
stead of presenting corresponding formal proofs of Proposition4.6 and4.7 we will
briefly discuss the underlying idea of the construction ofG, the way in which this idea
resembles the one underlying the previous construction as well as the aspects in which
it deviates from the former.

The construction of the LCFRSG for the SMGGSMG reflects the definitions of
mergeandmoves, and the relevance condition (RSMG) as it results from the latter: as-
sume that, on the one hand, there areυ, φ ∈ RCL(GSMG). On the other hand, suppose
U, V ∈ N andpU ∈ LG(U), pV ∈ LG(V ) to be such that〈U, pU 〉 and 〈V, pV 〉
correspond toυ andφ, respectively. Then it holds thatτ = merge(υ, φ) is defined
and relevant toGSMG if and only if U, V ∈ N meet the conditions for occurring on
the righthand side of a rewriting rule of the form (r1). In particular, the restrictions
imposed on such aU andV prevent the correspondingυ andφ from creating a sit-
uation as described in (ir.1.1), (ir.1.2) or (ir.1.4). For the correspondingT ∈ N and
pT = mergeU,V (pU , pV ) ∈ O, the pair〈T, pT 〉 corresponds toτ .

For υ ∈ RCL(GSMG), U ∈ N andpU ∈ LG(U) such that〈U, pU 〉 corresponds to
υ similar considerations arise w.r.t. the move–operator:τ = moves(υ) is defined and
relevant toGSMG if and only if U meets the conditions for occurring on the righthand
side of a rule of the form (r2). Here, the respective restrictions guarantee in partic-
ular that the correspondingυ does not provide a case of (ir.2.1) or (ir.2.3). For the
correspondingT ∈ N andpT = moveU (pU ) ∈ O, the pair〈T, pT 〉 corresponds toτ .

Note that, as far as the set functions inG are concerned, the construction ofG
contrasts with that in the MG–case in a particular detail which we want to empha-
size here. For this reason suppose that, by an application ofmergeor moves, some
φ ∈ Exp(Feat) becomes a specifier of someυ ∈ CL(GSMG). In virtual terms of the
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LCFRSG, we then do not distinguish between the case thatφ has an (unchecked)
licensee and the case that it has not. This is different to the “MG–case” and due to the
specific character ofmoves as it deviates frommove: suppose thatφ has some licensee
-x. In the SMG–case, we do not have to foresee the possibility within the LCFRS
G that at some later derivation stepφ or a remnant ofφ will move “on its own” in
order to check the corresponding instance of-x. If υ serves to derive another expres-
sion υ′ ∈ CL(GSMG) such that this instance of-x enters into a configuration which
allows checking it off, thenφ or its corresponding remnant will by no means belong
to Comp+(υ′), sinceφ is a specifier ofυ.

Note further that “precedence” in terms of≺U as it is generally coded in a corre-
sponding nonterminalU from N \{S} by means of (n2) is used only in order to define
rules of the form (r2), and only in the SMG–case, i.e., to have “precedence” in terms
of ≺U available is only relevant for simulating the structure building operatormoves.

COROLLARY 4.8
π ∈ L(G) iff π ∈ L(GSMG) for eachπ ∈ Phon∗.

The proof of this corollary is very similar to that of Corollary4.4. We leave to the
reader the explicit adaptations that are necessary.

5 Final Remarks

We have shown that each MG as well as each SMG as defined in [18] is weakly
equivalent to an LCFRS of a particular kind, namely, an LCFRS1,2 in the sense of
Definition 2.4, i.e. an LCFRSG = 〈N, O, F, R, S〉 with rank(G) = 2 such that,
if A → f(B, C) ∈ R thendG(B) = 1. This result is of special interest, since,
conversely, it can be shown that each such LCFRS is weakly equivalent to both a
corresponding MG as well as a corresponding SMG ([10]). Consequently, the MG–
type and the SMG–type as defined in [18] are shown to determine the same class of
derivable string languages, thereby confirming a conjecture explicitly stated in [18].

MGs provide a restricted type of UMGs.30 The latter are known to have the same
weak generative power as LCFRSs ([11, 13], [5]). It is known that each LCFRS is
weakly equivalent to some LCFRS of rank2 (see e.g. [15]). Nevertheless it seems
to be an open problem, whether our result implies that MGs also provide a proper
restriction of UMGs in terms of derivable string languages. Our conjecture, indeed, is
that this is the case given the highly restricted nature of the interleavings allowed by
an LCFRS1,2.

The conjecture is likewise supported by a look at what may be seen as the crucial
difference between MGs, respectively SMGs, and UMGs. Let us conclude by examine
this difference in some more detail: in contrast to the general possibilities provided by
the UMG–type, an MG neither employs any kind ofhead movementnorcovert phrasal

30Recall our convention from the introductory part that we refer to an MG of the type as originally defined in [17] as anunrestricted MG
(UMG), while we use the termminimalist grammarand its short cutMG only in order to refer to an MG of the revised type introduced in [18].
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movement, and an additional condition is imposed on the move–operator as to which
maximal projection may moveovertlyinto the highest specifier position, namely, con-
dition (iii) of (mo), the definition ofmove. However, as far as it concerns the derivable
string languages, we do not have to take care of the precise definitions ofhead move-
mentand covert phrasal movementas given w.r.t. UMGs, since it has been shown
([11, 13], [5]) that, in terms of weak equivalence, UMGs can be defined as MGs in the
sense of Definition3.3dropping condition (iii) of (mo). That is to say, within an UMG,
the (overtly) moving maximal projectionφ which has licensee-x may be located any-
where within the expressionυ which has licensor+x. This equivalence result can be
strengthened, since [13] even shows that in terms of weak generative capacity nothing
gets lost, when additionally the label of each lexical item of an UMG is demanded to
be fromSelectε(Select∪ Licensors)εBase Licensees∗Phon∗Sem∗, analogously to the
SMG–definition.31 That is to say, if we restrict the UMG–type to the possibility of
applying only overt phrasal movement and creating only single specifiers by means of
corresponding labels of the lexical items, the specified class of derivable languages is
not restricted at all.32 The same is true of the MG–type. Of course this type isa priori
restricted to overt phrasal movement by definition, but as shown in [10], for each MG
G there is a weakly equivalent MGG′ such that the label of each lexical item ofG′

is fromSelectε(Select∪ Licensors)εBase Licensees∗Phon∗Sem∗. The proof in [10] is
done by showing that each LCFRS1,2 can be converted into a weakly equivalent MG
of this kind. Crucially, the resulting MGG′ also fulfills property (*).

(*) Whenever, for someυ ∈ CL(G′) and-x ∈ Licensees, there is some maximal
projectionφ ∈ MaxProj(υ) that has licensee-x thenφ ∈ Comp+(υ).

This property in connection with the specific labeling of the lexical items guarantees
thatG′ is likewise interpretable as an SMG without changing the closure ofG′, the
setCL(G′). More precisely, anυ ∈ CL(G′) fulfills condition (iii) of (mo) iff it fulfills
condition (iii) of (smo), and w.r.t. (iii) of (smo), the correspondingφ ∈ MaxProj(υ)
that has licensee-x is identical to the existingχ ∈ Comp+(υ) with φ ∈ Spec∗(χ); to
put it differently, extraction is always strictly out of the “rightmost” path. But exactly
for this reason, property (*) also seems to reveal the crucial difference to UMGs, since
the analogous “best case scenario” for UMGs seems to be the provable fact that for
each UMG there is a weakly equivalent UMGG′ fulfilling (**).

(**) For eachυ ∈ CL(G′), there is someα ∈ Spec(β) for someβ ∈ Comp+(υ)
such that, whenever for some-x ∈ Licensees, there is some maximal projection
φ ∈ MaxProj(υ) that has licensee-x thenφ ∈ Comp+(υ) or φ ∈ Comp+(α).

31In [13] this is shown by converting an arbitrary LCFRS of rank2 into a weakly equivalent UMG of this particular kind. In [8] a corre-
sponding proof is given by converting an arbitrary UMG which only allows overt phrasal movement to take place into such an UMG.

32This also proves that the chain based account to minimalist grammars in terms of connected forests as presented in [19] provides a
“restricted,” but weakly equivalent type of UMGs.
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