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Focus: role reversal

Not just:

What can the Human Language Technologies
offer to endangered and less resourced languages?

But:

What can Human Language Engineering learn from endangered
and less resourced languages?

And:

What does documentation of endangered and less resourced
languages require from the Human Language Technologies and
their data and tool resources?
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Roles for computational technologies
In
language documentation / language resources

1. Documentation technologies
2. Enabling technologies
3. Productivity technologies

There is a rapidly growing number of language learning and documentation apps for many languages on
the various smartphone and tablet app stores — and some kinds are easy to make!

In Africa: from Amharic and Bambara to Yoruba and Zulu
Specifically in Nigeria: ~ Yoruba, Hausa, Igbo, Ibibio, ...

In India there is a huge amount of relevant work going on with national, regional and local languages.
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1. Documentation Technologies

Project planning tools

Data collection tools

e scenario support for
— elicitation
- recording (multimodal) and annotating
— metadata collection

« document scanning, OCRing and annotating

Data archiving and access

 standardized database and search models
- relational, object-oriented, ...

Multilinear annotation

» for search, re-use analysis, application:
- sharable (sustainable, interoperable) standards

— annotation categories for phonetics, grammar, discourse, ...
- semi-automatic annotation methods
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2. Enabling Technologies

Resource construction tools

« phonetic analysis

e |lexicon induction from data
— word lists

— word frequency lists (and other word statistics)
- concordances
— collocations
e grammar induction from data
- Part of Speech (POS) tagging
— grammar induction
— parsing and generation
 translation
- multilingual dictionaries
- terminologies
— processing of parallel or comparable texts
- translator’s workbench
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3. Product Technologies

Recognition techniques

- Automatic Speech Recognition (ASR)
- Visual scene and object recognition
- Information retrieval from text

Identification techniques

- Speaker identification

- Language identification

— Authorship attribution

Generation techniques

- Text-to-Speech Synthesis (TTS)

- Written text geneneration from databases
Products

- Dictation and information applications
- Translation applications
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Some of the language Technologies

Engineering:
- speech: ASR, TTS, speaker id / recognition, ...

- language: Natural Language Processing (NLP), NL parsing,
Q&A, text mining, text classification, lexicon and grammar
Induction, machine translation ...

- multimodal: speech 1I/0 (dictation, process control, speech
computer Ul), speech avatars (Siri, Cortana), gesture
(touchpad, waving), biometric systems

Computational linguistics & Computer Science:
- domain models of natural language syntax, semantics,
pragmatics, language typology and genesis

- formalisms and algorithms for induction, parsing,
generation of language

- corpus analysis for lexicon and grammar induction
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A selection of definitions
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Preliminary definitions

The terminology is specific to disciplines:

- In linguistics: language documentation
- In the language technologies: language resources

Preliminary definitions:

- documentation as result, outcome or product

» Corpora of text inscriptions and speech recordings, plus metadata
and basic description (transcriptions, translations and annotations of
basic categories and spatial or temporal structure).

- documentation as activity, workflow or process

» Use of standardised tools, research methodology, data formats,
testing procedures for creating documentation products

The product model is useful because it suggests that there
are uses and users of documentation for a purpose.

2017-02-24 Language Documentation for Linguistics and Technology 9/58



Quotes on “language resources”

Resources in speech technology: “appropriate
infrastructure in terms of standardised tools, research
methodology, data formats, testing procedures”

Gibbon, Dafydd, Roger Moore, Richard Winski, eds. (1997). Handbook of Standards
and Resources for Spoken Language Systems. Berlin: Mouton de Gruyter

http://wwwhomes.uni-bielefeld.de/gibbon/Handbooks/gibbon _handbook 1997/

“Language resources are the collective materials used by
those engaged in language-related education, research
and technology development. Spanning data collections,
corpora, software, research papers and specifications,
these vital tools aid and inspire scientific progress.”

Linguistic Data Consortium
https://www.ldc.upenn.edu/language-resources


http://wwwhomes.uni-bielefeld.de/gibbon/Handbooks/gibbon_handbook_1997/
https://www.ldc.upenn.edu/language-resources

Quotes on “language documentation”

Language documentation (also known by the term ‘documentary
linguistics’) is the subfield of linguistics that is ‘concerned with the
methods, tools, and theoretical underpinnings for compiling a
representative and lasting multipurpose record of a natural
language or one of its varieties’ (Himmelmann 2006:v)

A similar definition is given by Woodbury (2010) as ‘the creation,
annotation, preservation, and dissemination of transparent records
of a language’.

Language documentation is by its nature multidisciplinary, and as
Woodbury (2010) notes, it draws on ‘concepts and techniques from
linguistics, ethnography, psychology, computer science, recording
arts, and more’ (see Harrison 2005, Coelho 2005, Eisenbeiss 2005
for examples).

Peter K. Austin (2010). Current issues in language documentation.
In Peter K. Austin (ed.) Language Documentation and Description, vol 7. London: SOAS. pp. 12-33



Language documentation / resources are required for ...

In the language technologies, statistical methods are dominant

so huge data resources are needed (e.g. billions of words daily):

Search engines (cf. Google, Bing, Baidu, ... )
100% of major players are trained and probabilistic. Their operation cannot be
described by a simple function.

Speech recognition (cf. Siri, Cortana, Alexa, Google)

100% of major systems are trained and probabilistic, mostly relying on
probabilistic hidden Markov models.

Machine translation (cf. Google, Bing, Baidu)
100% of top competitors in competitions such as NIST use statistical methods.
Some commercial systems use a hybrid of trained and rule-based approaches.
Of the 4000 language pairs covered by machine translation systems, a
statistical system is by far the best for every pair except Japanese-English,
where the top statistical system is roughly equal to the top hybrid system.

Question answering (cf. Siri, Cortana, Alexa, Google)
this application is less well-developed, and many systems build heavily on the
statistical and probabilistic approach used by search engines. The IBM Watson
system that recently won on Jeopardy is thoroughly probabilistic and trained,
while Boris Katz's START is a hybrid. All systems use at least some statistical
techniques.

Source: Peter Norvig, norvig.com



http://norvig.com/
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From documentation-as-a-product to a products
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Speech recognition
Speech synthesis
Information Systems:
heavy data resource users
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Generic Tools
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From documentation-as-a-product to documentation products
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Generic tools for documentation-as-a-process
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Custom Tools
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Purpose-designed tools for documentation-as-a-process - text

Linguistics, particularly computational linguistics & Natural
Language Processing (NLP), with applications in language and
speech technologies:

« Word sense disambiguation:

100% of top competitors at the SemEval-2 competition used statistical
techniques; most are probabilistic; some use a hybrid approach incorporating
rules from sources such as Wordnet.

 Coreference resolution:

The majority of current systems are statistical, although we should mention the
system of Haghighi and Klein, which can be described as a hybrid system that
is mostly rule-based rather than trained, and performs on par with top
statistical systems.

« Part of speech tagging:

Most current systems are statistical. The Brill tagger stands out as a
successful hybrid system: it learns a set of deterministic rules from statistical
data.

« Parsing:
There are many parsing systems, using multiple approaches. Aimost all of the
most successful are statistical, and the majority are probabilistic (with a
substantial minority of deterministic parsers).

Source: Peter Norvig, norvig.com




Purpose-designed tools for documentation-as-a-process - speech
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Comparison: Language Documentation — Language Resources
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Comparison of DocLing and LangTech scenarios

 The documentary linguistic scenarios are:

- rather individual, extremely heterogeneous

- rather hard to define and delimit

- de facto standards: Praat, ELAN, Wordsmith, TypeCraft,...
- somewhat ad hoc - ‘what you can get’

 Language, speech, multimodal technology scenarios are:

- highly standardised, rather coherent
- tendentially easy to define and delimit
- very application / product oriented

» especially in speech technology: highly product specific
» text technology is more generic

- regulated standards:
 statistical evaluation procedures
e institutional standards (e.g. ISO)
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Documentary linguistics

Language Documentation

 texts, audio, video corpora
 dictionaries

e |language structure

* |language context

Motivation

* heritage preservation
* education

* linguistic insight

e ethics

Methods

» data collection
« categorial description
e tools

2017-02-24

Language Documentation for Linguistics and Technology

Language technologies

Language resources

« text, audio, video corpora
« dictionaries, wordnets

« language models

* language scenarios

Objectives

« system development
» software applications
* new algorithms

* marketing

Methods

» data collection
 statistical modelling
e tools
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Language documentation

Structure

— structural grammars
- functional grammars
- semantics
- pragmatics

Context

- genres
— activities
- historical background

Tools

- Data manipulation
* Praat, Typecraft, ...

- Database management
e corpora
 dictionaries

- Repositories

 databases
2017-02-24

Language Resources

Speech/language models

— statistical models

- stochastic grammars
- databases

- user interaction

Scenarios

- speech, text, modalities
- task orientation
— product innovation

Tools

- Data manipulation

e custom; Praat, ...

- Database management
e corpora
 dictionaries

- Repositories
e databases
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Motivation

Maintenance, revitalisation

- spoken language
- text
— culture

Social payback

- language teaching
- immersive teaching
- health, marketing

Linguistic insight
- language classification

- language typology
- language and cognition

Ethics
- identity
- taboo
— human rights
2017-02-24
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Objectives

System development

- speech, spoken language
- text
- multimodal

Software products

— speech recognition
- speech synthesis
— speaker recognition

Efficient algorithms

- Hidden Markov Models
— Neural Networks
- Machine Learning

Marketing

- branding
- customer satisfaction

— consumer regulations
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Methods

Data collection Data collection
- Interview - experiment
- fieldwork - fieldwork
Data description Data modelling
- manual annotation - automatic annotation
— dictionary - dictionary
- sketch grammar - speech & language models
Tools Tools
- annotation tools - custom annotation tools
- databases, repositories - databases, repositories
- formats - formats
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Methods

Available tools

2017-02-24

- annotation tools
* Praat, Elan, ...
» Praat, Perl Shell scripting

- databases, repositories
« Toolbox; MPI, SOAS, ...

- formats

* ad hoc
« XML, Unicode
e |PA

e novel orthography

Language Documentation for Linguistics and Technology

Standardized tools

- custom annotation tools
e (semi-)automatic
« HMMSs, Deep Learning

- databases, repositories
e custom; LDC, ...

- formats
e custom
XML, Unicode
« SAMPA (IPA)

« standard orthography
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Applying technologies — a reminder

Requirements
specification:
systems analysis

a

Design:

& Modules, algorithms,

data structures

2017-02-24

A traditional
development,
feedback and
revision cycle

Implementation:
Programming
methods, styles

-,

N

Evaluation:
Black box, glass box,
field testing

Product dissemination:
Reliability, sustainability,
interoperability, updating

Language Documentation for Linguistics and Technology
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Endangered languages as teachers: some outlets

 Speech Assessment Methodologies (EC Project)

« EAGLES: Expert Advisory Groups for Language
Engineering Standards

 Many other resources oriented European Projects,
including

- MATE
- IMDI

 LREC - Language Resources and Evaluation Conference

 Language Resources Map
- https://en.wikipedia.org/wiki/LRE_Map
 Krauwer’'s BLARK: Basic Language Resource Kit
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Endangered languages as teachers: some models

« Steven Krauwer’s BLARK:

- Goal of equal status of European languages
- Generalisable to the world at large?

- Basic Language Resource Kit initial specification
 written language corpora
e Spoken language corpora
 mono- and bilingual dictionaries
« terminology collections
* grammars

 modules (e.q. taggers, morphological analysers, parsers, speech
recognisers, text-to-speech)

e annotation standards and tools

e corpus exploration and exploitation tools
* bilingual corpora

e elc
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Some models: Basic Language Resource Kit (BLARK)

Applications

—_

Modules

monoling
multilin

anno corp
multl ling

lex
thesaun

UNanNno
output
dialog
SYsiems

|_mod corp
media cor
AeCEss
control

_lex

Language Technology

Grapheme-phon. conv
Token detection

Sent boundary detection
Name recognifion
Spelling correction
Lemmatising
Morphological analysis
Morphological synthesis
Word sort disambig.
Parsers and grammars
Shallow parsing

Constituent :'ecuEmitiun

‘Semantic analysis
Referent resolution
Word meaning disambig,
Pragmatic analysis

Text generation

Lang. dep. translation
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Some models: Basic Language Resource Kit (BLARK)

Data Applications
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Documentation and Description: a Scale of Abstraction
LEXICON

A Fourth order lexicon:
— maximally declarative generalisation network

Third order lexicon:
— procedurally optimised local generalisations

Second order lexicon:
— flat tabular lexicon.

—

" For example:
_ Lexicography )

First order lexicon:
— wordlist, concordance, HMM

CORPUS

Secondary corpus:
— transcription, annotation

LEXICOGRAPHIC COMPLEXITY

Primary corpus:
— recorded audio—visual corpus
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An integrative model is needed: Rank-Interpretation Architecture

properties
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The broader interdisciplinary context
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Doc Ling and Digital Humanities — a personal view of history

Timeline .
Humanities:

Theology, Philology, Literary

1950 Computation Studies, Linguistics, Law, ...

Speech Technologies Computational Linguistics

Mathematical ~ NLP, Computational Humanities

Computational  Corpus Linguistics Computing
Linguistics

y
Documentary
Linguistics

Digital Humanities
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More on Enabling Technologies

Annotation and Annotation Mining
Language Similarity Analysis

Data Capture and Storage

Language Documentation for Linguistics and Technology
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Enabling technologies

Annotation, preferably (semi-)automatic

— associating text labels and time-stamps with speech recordings
- annotation mining (preferably automatic)

- information extraction from annotations:
 text label list, text label frequencies, text label duration statistics
 visualisation of text label duration patterns, rhythm patterns

Classification, similarity analysis

- e.g. virtual distance mapping

« Which languages have been (almost) documented and can be easily
related to already documented languages?

« Geographic (areal contact)

» Typological (paradigmatic and syntagmatic structural similarity)
» Genealogical (history of language families)

Quasi-commercial applications

- e.g. text-to-speech synthesis for automatic indigenous
information services
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The case of Annotation

and Annotation Mining

for linguistics and technology
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Why annotation? And how?

The primary reason for the annotation of text and speech
data is to enable efficient search procedures

e to provide structure
* In order to make data systematically searchable
* by assigning perceptual/hermeneutic categories to data

 for the purposes of
- finding archived media

- linguistic and phonetic analysis
» development of speech and language systems

And searching unstructured data is difficult
but improving with the help of machine learning

« example: search on free text data

* Google Bing search as on-the-fly concordance construction
from web data)

« example: Google’s image search
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Annotation Mining: tone automaton induction for TTS
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Tone: Kuki-Thadou
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Thadou tones:
Iow (H) ‘field’,
I6w (LH) ‘medicine’,
low (L) ‘negative marker’.

LH z6ng ‘monkey’
L /en ‘big’ tones in isolation
L+H zong lén 'bit monkey' tone sequence
Note H tone shift and L deletion.
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Tone: Kuki-Thadou

Thadou tones:
Iow (H) ‘field’,
I6w (LH) ‘medicine’,
low (L) ‘negative marker’.

Tone N min max mean sd offset slope

The descriptive statistics are over . — i
averages of 16 pitch samples for each of
3 occurrences of each vowel with which H (864) (220) (222) 221 0.29 221 -0.03
each tone is associated (e.g.
864=18x16x43). 17 215 237

The values over all measurement sets LH 220 7.07 209 1.3
per tone are in parentheses. (816) (198) (268)

18 192 213
L (864) (178) (227) 203 63 215 -1.31
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The case of language classification:

Documentation beyond individual languages

Language similarity and difference as virtual distance

Aspects of Machine Learning for Language Documentation
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Documentation of languages and language varieties

As for individual languages:
insights into and results concerning

 diversity vs. normalization of speech and language
 the intricacy, complexity of speech, language and languages
 similarities and differences between languages
(typology, history, dispersion of language)
» scenario-dependent properties of languages
* gender, age, social role
 task orientation
* public vs. informal vs. intimate styles
 diversity of expression of emotion
 political status of languages wrt dominance, minorities
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Comparative studies

Language similarity

 for priority setting in language selection

- for funding (usually: chance)

- for adaptation from documentation of existing languages
e for

- language history

- language typology

Language typology:

 structural:
- similarity/difference in speech sound systems

- similarity/difference in grammar
- similarity/difference in the lexicon
 functional
- similarity/difference in discourse conventions
- similarity/difference in general cultural conventions
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How similar are languages? - A little similar, but not very similar
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Selecting features for similarity distances

e |Lexical

- Swadesh word list
- West African Lexical Dictionary Set (WALDS)

Phonetic / phonological

- vowel set comparison

- consonant set comparison (more stable — used for many
traditional initial classifications, e.g. of Indo-European
languages)

 Grammatical features

- World Atlas of Language Structures (WALS)
An example:

- Consonants in the Kru language family
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Kru languages - Ivory Coast

Songhay
/ \ Hausa

Fulani

Yornba !

lvory Coast Igho

Mande Gur
Kru Kwa

@ Afro-Esiatic
Nilo-Saharan

@ Niger-Congo A

@ Niger-Congo B (Bantu)

* Ruoisan

@ Hustronesian
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Kru languages - Ivory Coast

Ivory Coast

Kru languages
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Kru languages - Ivory Coast: Feature — consonant systems

Bete ptckkpkw _bdC _ggb s _vz = B_ljxwmn]JNNw_ T
Godie ptckkpkw bdC_ ggbgwtfs vz B _lyxwmnJNNw_
Kovo ptckkpkwkibdC_ggb s vz B _lyxwmnJN_
Neyo ptekkpkw bdC _ggb fs vz B _lyxwmnJN_ .
DidaDelozona ptckkpkw bd€C ggbegwfs vz B ljxymaJNNw =
DidaF ptekkplw bdC_ ggbgwis vz _ B ljyxwmaJN_ Nm_ _ _ _ _ _ _ _ _ _
Wobe ptckkpkw bdC_ _gb s~ wmnJ NwNwmkwm
Guesre ptekkpkw bdC_ ggbgw fu_‘. z_ . BPly wmnJ] NwNmb€m._ . . . . _
Kralin ptck kw bdC_gb s ! wwmny_
Cedepo pteckkpkw bdC_ b s h_ 1 mnlJ]_ = Nm_ .
Klao ptekkpbkw bdC . g fs 1y _wmnl]_ = Nm_ o
Niaboua Stekkpkw HdC gghewls vz - B 1§ waad_-.. . -- - - o oo == oo s o=
Dewom pt kkpkw bdC ggbgwifs vz B 1)y wmueJN_
Bassa ptckkp _ bdCdjggb_  fs_vz_hbwB_1__wmnlJ_ _Nw_ _ _ _ _ _ _ _ _ _ _
Grebo ptekkp  _bdC_ggb_fs _hbw 1) _wmoJNNwNm_ _ lmlohl L
Tepo ptck kw bd€ __ggp. fs - h - by _wmadN_ Nmo . o o
Kuwaalibena pt_kkpkw bdC_ =~ fs __lyxwmndIN_ _ mb nd nC Ng Nmgb
SemeHauteVolaptckkp bdC_ggb fsSv L 1)y wwmnlJ_ = 0o _
AnCdl ptckkp . . bBdC _gpgb fsSvzZ Y s T S T T A L

Method:

1. compare all consonant systems pairwise:
Levenshtein Edit Distance / Hamming Distance
2. visualise differences as ‘virtual distances’ in a chart
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Kru languages - Ivory Coast: Feature — consonant systems

2017-02-24

Bete 0 211 310 6 911 8 4 4 711 812 9
Godie 0 3 20211 51012 92 3 3 812 91310
Koyo 6 1 3 312 8 911 8 4 4 913 8§12 9
Neyo 0 2 211.7 810 7 3 3 812 711 8§
DidaDel.ozoua 0 211 51012 9 3 3 &§12 91310
DidaF 011 51010 7 3 31012 71310
Wobe D0 8 6 6 410121211 81411
Guere 01111 8 4 6 913101811
Krahn 0 4 3 7 91012 511 8
Cedepo 0 3 9111010 513 8
Klao 0 6 811 9 410 7
Niaboua 0 2 713 814 7
Dewoin 0 913 §12 9
Bassa 0101119 8
Grebo 0 71710
Tepo 012 7
Kuwaaliberia 015
SemeHauteVolta 0
AwzCdI
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Kru languages - Ivory Coast: Feature — consonant systems

Miaboua
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Which features are most useful? - Help from Machine Learning
(Decision Tree Induction)

0. ROOT, feature: [nd=_]:
variance <= 0.5000

samples = 6

i

N\

. LEAF: sample: BETE
crilerion = 00,0000,
samples = |
value = 100000

2. CHILD, feature: [gw=_]:
variance <= .50
crifernton = 0.8
samples = 5

RN

3. CHILD, feature: [Nw=_]:
variance <= (),5000
criterion = (L 666666666667
samples = 3

6. CHILD., feature: [kj=kj|:
variance <= (0,50(X)
criterion = (L5
samples = 2

/

R

4. LEAF: sample: DIDADELOZOUA

criterion = 0,500,
samples = 2
value = 010100

5. LEAF: sample: DIDAF
criterion = (.0,
samples = |
vitlue = OO JIHK)

7. LEAF: sample: GODIE
criterion = (. 00),
samples = |
vitlue = (XN )

8. LEAF: sample: KOYO
criterion = 00000,
samples = |
value = 0000 10

2017-02-24
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Kru languages - Ivory Coast: Feature — consonant systems

| | | | | | | | CEI: E'F"::
Wobe
Klao
Krahn
. Tepo
AiziCdl
SemeHauteVolta
Bassa
Grebo
Kuwaaliberia
Dewoin

DidaF

Neyo
Koyo
DidaDelLozoua
Godie
Bete

Niaboua
Guere

40 35 30 25 20 1510 5 O
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Summary and Conclusion
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Summary

Reversed roles:

- How can language documentation and the human language
technology resources relate to each other?

Human Language Technologies:

- Documentary technologies
- Enabling technologies
- Product technologies

Enabling technologies in language documentation:

- Annotation and annotation mining
 How do languages differ in speech rhythm?

- Language classification assisted by Machine Learning (ML)
« Language differences/distances among languages of Ivory Coast

Endangered and less resourced languages:
- Enabling technologies amplify efficiency, speed, size
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