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AbstractThe failure to document isochronous interstress intervals in spoken English may be attributed tothe unconstrained nature of most experimental tasks. Some experiments are described which probethe degree to which the relative durations of interstress intervals within a series of repeated phrasesare independent. The experiments introduce a novel paradigm, `speech cycling', for investigatingtemporal phenomena in speech. The data reveal the presence of strong rhythmic constraintson stress timing which have hitherto eluded experimenters. It is argued that these constraintsare evidence for a task-speci�c dynamical system in which prominent events (stress beats) areconstrained to occur at speci�c, predictable, phases of an enclosing cycle. The dynamical systemis characterized by entrainment between metrical levels, a principle which underlies rhythmiccoordination in activities such as locomotion.



1 IntroductionNumerous phoneticians have suggested that English speech tends to exhibit roughly equal inter-stress intervals (Jones, 1918; Pike, 1945; Abercrombie, 1967). The �rst instrumental search forisochrony in English was carried out by Class�e (1939). Using the recently developed kymograph, hemeasured the intervals between the onsets of nuclear vowels of stressed syllables. Strict isochronywas only observable when the rhythmic groups had similar numbers of syllables with similar seg-mental content and carefully matched grammatical structure (1939, p.85). Subsequent studies havenot been kinder to the isochrony hypothesis (Shen and Peterson, 1962; Dauer, 1983; Jassem, Hilland Witten, 1984; Crystal and House, 1990). This is so, despite the strong impressions listenershave that there is often a rhythmic basis to speech. Some have concluded that the perception ofrhythmic regularity in speech is a construct, or illusion, probably based on the well known generaltendency of the perceptual apparatus to regularize in the face of noise (Lehiste, 1977; Dauer, 1983;Benguerel and D'Arcy, 1986), and, speci�cally, to hear temporally patterned events as rhythmicallystructured whether they are or not (Woodrow, 1951; Fraisse, 1956).In a comprehensive review of work until 1977, Lehiste (1977) listed some of the reasons whymany studies had failed to document isochrony. First, the speech material is often largely un-controlled. Secondly, researchers do not use a uniform framework within which isochrony couldbe identi�ed. For example, Shen and Peterson (1962) regarded each sentence as having one andonly one primary stress, while O'Connor (1965) identi�ed as many as 15 stress groups within asingle limerick. Perhaps most importantly, however, it is not clear how much deviation from strictisochrony is permissible, and perhaps required, in sentences perceived to be regular. Benguereland D'Arcy (1986) have assessed the degree to which deviation from regularity, in the form ofphrase-�nal deceleration, is actually necessary for the perception of regularity.Two further possibilities might be added to Lehiste's list. First, the measurement point, whichfor most researchers has been the onset of the nuclear vowel of the stressed syllable, needs someamending in the light of the discovery of the P-center (\perceptual center") or stress beat. Underthe former name, Morton, Marcus and Frankish (1976) pointed out that series of syllables withisochronous acoustic onsets are not necessarily heard as isochronous. In commonwith Allen (1972),who used the term stress beat, they found that the perceived beat of a syllable was located near tothe onset of voicing, but occurred earlier as a function of the length of the initial consonant cluster,and later as a function of the length of the syllable coda. Models which predict the location of thestress beat have since been proposed (Marcus, 1981; Scott, 1993). In this article we will use theterms beat and stress-beat, but we do not di�erentiate these from the P-center.A second possibility which has received less attention is that some beats are silent. Espousedby Abercrombie (1965,1967), this possibility should lead one to look for intervals, not only of lengthn, but 2n; 3n etc. This possibility is missed, for example, by Scott, Isard and de Boysson-Bardies(1985) who derived a measure of irregularity with which they look for evidence of isochrony. Themeasure they adopted is minimized by successive intervals whose ratios are 1 : 1, and is increasedby deviations from this ratio. The result is that successive intervals which are related as, e.g.,1:837 : 1 are regarded as more regular than intervals related as 2 : 1, as would be found in aperfectly isochronous series with one silent beat. Failing to consider silent stress beats could haveled researchers to prematurely reject the isochrony hypothesis. If silent beats are admitted tothe fold, it is obvious that speech rhythm may turn out to be more complex than the degeneraterhythm of a simple isochronous series.In fact, we do not believe either of the latter two points are likely to cause a complete reinter-pretation of the empirical work which has so far failed to document isochrony in English speech.Class�e's original observations that isochrony is likely to be very rare in unconstrained speech andthat nonetheless its inuence continues to be felt, even when largely obliterated by other factors,still ring true (Class�e, 1939). This has produced a situation where some investigators have treatedspeech rhythm as if it were an empirically supported or supportable phenomenon (Couper-Kuhlen,1993), while others, such as Benguerel and D'Arcy, have pointed out that perceptual regularity byno means entails regularity of the physical stimulus, and have suggested that speech rhythm mightsimply be unobservable (Benguerel and D'Arcy, 1986, p.244).1



If little is known about the physical manifestation of speech rhythm, still less can be said withcertainty about its purpose. The establishment of a predictable sequence of alternating strong andweak accents may allow the speaker to generate expectations in the listener which can then beviolated with communicative intent (Kidd, Boltz and Jones, 1984). Lehiste argued plausibly thatviolation of isochrony may be used to signal the presence of a syntactic boundary (Lehiste, 1977),Couper-Kuhlen has claimed that rhythms in conversation may be used to regulate turn taking(Couper-Kuhlen, 1993), while Cutler and co-workers have outlined a role for rhythm in helpinglisteners perform segmentation of the acoustic signal (Cutler and Mehler, 1993).We will argue in this paper that rhythm in speech has a more fundamental purpose. Rhythmin any complex motor task serves a coordinative function. By linking disparate motor componentstogether into a single temporal structure, or rhythm, the problem of coordination among the manyparts is greatly simpli�ed. This interpretation of rhythm has been best developed in the studyof interlimb coordination, both in locomotion and in manual tasks (Sch�oner and Kelso, 1988b;Diedrich and Warren, 1995), and exempli�es the task dynamic approach to the control of action(Meijer and Roth, 1988; Bingham, Schmidt, Turvey and Rosenblum, 1991).Within the task dynamic framework, the entire biomechanical apparatus involved in a particularaction is understood to function as a single, task-speci�c, device (Kugler, Kelso and Turvey, 1980;Kelso, Saltzman and Tuller, 1986). From the myriad of complex individual components, a coherentaction emerges as a low-dimensional system. The emergence of coherence is only possible becausethe components have been constrained to act together|they have been coordinated (in contrastto the control postulated in a motor program approach). In this sense, rhythm can be seen asa coordinative strategy; parts which together produce a rhythm are constrained in their relativetiming, reducing the number of degrees of freedom of the system (Bernstein, 1967; Kugler et al.,1980). By way of analogy, consider the four wheels of a car, each of which could in theory pointin any given direction. These four degrees of freedom are constrained by the chassis and steeringassembly to e�ectively point along a single trajectory, which in turn is determined by the singledegree of freedom of the steering wheel, thus greatly simplifying the control task of the driver.Speech production requires the coordination of a huge number of disparate biological compon-ents, with intrinsic timescales ranging over about three orders of magnitude. Despite the `slop'attributable to lazy articulation, rate variation, a�ective factors, etc., the �nal result is enormouslydetailed and rich in information. The coordinative principles which enable this feat are what weaim to uncover.A productive strategy for studying the coordination of complex action systems can be found inthe task dynamic approach to rhythmic coordination among the limbs (Kugler et al., 1980; Kelso,Holt, Kugler and Turvey, 1980; Sch�oner and Kelso, 1988a). The experimental strategy employedwithin the task dynamical approach to the study of action can be roughly summarized as theestablishment of a strictly controlled task (setting up of boundary conditions), the descriptionof the resulting system using a simple collective variable, and the experimental manipulation ofthat variable through a control parameter. A long series of studies by Kelso and coworkers hasexamined a smallmodel system which requires the rhythmic coordination of the limbs (Kelso, 1995).Within this paradigm, two �ngers or hands (or arbitrary e�ectors) are wagged cyclically towardand away from the body's midsaggital plane. The wagging task sets very well de�ned boundaryconditions for the action system. Given these constraints, the state of the entire movement systemcan be succinctly described by noting only the relative phase, �, of the two cycling e�ectors, thatis, the di�erence between the phases of the two �ngers/hands. This collective variable can nowbe studied under various experimental manipulations. Most of the initial studies involved theexperimental control of rate using a pacing metronome which was gradually stepped up. Thus acontrol parameter (rate) is used to inuence the state of the complex system as described by a lowdimensional collective variable (relative phase of the �ngers or hands) within well de�ned boundaryconditions (the wagging task).The principal �ndings of this research are that subjects have a strong preference for a syn-chronous phase relation between the �ngers or hands, where `synchrony' means that the limbsmove toward and away from the midline simultaneously, with no phase lag (� = 0). The anti-synchronous phase relation (� = 0:5), where both move left and then right, is less stable|but much2



more stable (small variance, insensitivity to perturbation) than any other phase angle between thelimbs (Kelso and Kay, 1987; Kay et al., 1991). Furthermore, while both the synchronous andanti-synchronous patterns are stable at slower tempos, an increase in tempo eventually leads to asituation in which only synchrony is stable. Study of the stability properties of each productionmode and of the transition between stable modes suggests the existence of an underlying dynamicwhich is parameterized by rate. The system exhibits two competing attractors at slower rates anda single attractor at fast rates. A detailed mathematical model which derives the observed stabil-ities and transition properties from two component oscillators (roughly, the �ngers/hands) whichare non-linearly coupled has been developed. It continues to generate rich predictions about thesystem behavior (Scholz, Kelso and Sch�oner, 1987; Scholz and Kelso, 1990; Kelso and Jeka, 1992).One important variant of the basic experimental task is presented in Yamanishi, Kawato andSuzuki (1980), and, in slightly di�erent form, in Tuller and Kelso (1989). In each case, subjectswere asked to tap two �ngers in time with an external stimulus|one ashing light per �nger|witha �xed phase lag given between the two lights. The entire range of possible phase relations betweenthe �ngers can be probed over a series of trials by scanning the target through the range of possiblephase lags. The goal was to see if the known stabilities of the autonomous movement system (thetwo �ngers in the absence of an external pacing signal) were still evident when intermediate phaserelations were speci�ed by the environment. In Tuller and Kelso's experiment, the stimulus waspresent during tapping; in that of Yamanishi et al., subjects attempted to reproduce a phase lagfrom memory. The results, however, were remarkably similar. The most important �ndings were,�rst, that subjects tended to produce phases which were biased towards the known stable statesof synchrony. That is, target phases were not reproduced accurately; rather, for targets close to 0or 0.5 the produced phases tended to be between the targets and the stable states. Secondly, thevariability of subjects' productions was least around these two values.A central theme of the above work is that the rhythm (the �xed phase relationships between thecomponents of the system) arises from the coupling between the components, while the couplinggreatly simpli�es the task of coordination among those components. The rhythmic constraintsare thus evidence of the coordinative mechanism underlying a task speci�c device. Beyond thisfundamental observation, the experimental procedure of Yamanishi et al. (1980) and Tuller andKelso (1989) will be readily seen to be closely related to the experiments detailed herein. Theimportance of this particular type of experiment lies in the observation that the dynamics of theautonomous system (the movement system comprising two oscillating �ngers or hands) are apparenteven in the presence of the externally imposed timing signal. Observed phases gravitate towardsattractors of the system and variance is lowest for targets near those attractors.Our strategy will be to infer the attractor states of the speech production system in a giventask from data obtained in the presence of an external timing signal. These attractors will beseen to correspond to readily identi�able rhythmic patterns. We will thus demonstrate that speechrhythm is not only observable using a fairly crude measurement procedure, but it is, indeed, astrong constraint on the organization of stresses under certain speaking conditions. In order touncover these constraints, it is necessary to devise a model speech task which tests the degree towhich arrhythmical speech is possible. This is described in the next section.2 Speech cycling: the coupling of speech and stimulusIn our recent work, we seek to develop an experimental paradigm for the study of speechcoordination which is directly analogous to the empirical work on coordination among the limbsdescribed above. This requires de�ning a highly constrained speaking task, within which we canidentify a relevant collective variable. Our basic strategy has been to ask subjects to produce speechin time with a given stimulus. In the simplest form of the speech cycling task, subjects are asked torepeat a short phrase in time with an isochronous auditory beep. Under almost all circumstances,a \Harmonic Timing E�ect" is observed, whereby the onsets of stressed syllables are found tolie at points within the overall phrase repetition cycle which divide the cycle into simple integerratios. For example, an onset which recurs half way through the cycle (at phase � = 12 ) will form3



Insert Figure 1 about hereFigure 1:an isochronous beat train with those beats which are associated with the beginning of the phrase.This result is equivalent to the observation of Class�e (1939) that a succession of closely matchedphrases will, indeed, exhibit a regular rhythm. Beats at � = 13 , 23 , 14 etc. of the cycle are also found.Any and all of these cases can be interpreted as examples of isochronous series if, as Abercrombiesuggested, the series can include silent beats as well (Abercrombie, 1965).An alternative interpretation which we propose, is that these simple divisions of the repeatingcycle result from the emergence of a harmonic relationship between the cycle of the metrical foot andthe phrase repetition cycle (PRC). By `harmonic,' we mean the establishment of two periodicitieswhich are related as simple multiples. This interpretation requires that we posit both the foot(de�ned here strictly as the interval between stress beats) and the PRC (which is an artifact ofthe task) as units in the production of speech under these conditions. As production units, theyeach have an intrinsic dynamic, and these dynamics can be mutually coupled (Sternberg, Knoll,Monsell and Wright, 1988; Port, Cummins and Gasser, 1995).This dynamical interpretation of the speech cycling task suggests why isochrony should be morereadily observable within the con�nes of a repetition task than in normal conversational speech.Repetition generates a stable cycle to which nested processes can (or must) entrain. The changingdemands of unconstrained speech production do not allow this stability to persist, though it wouldemerge occasionally as the speech content permitted.In its simplest form, the speech cycling task provides a stable period, within which nestedand entrained periods can be seen to emerge. This approach is currently under development asa method for characterizing cross-language di�erences in rhythmic structure (Tajima and Port,mspt in preparation). Another strategy, adopted here, is to provide two, potentially conicting,periods, and thus to assess the limits of the speaker's ability to produce irregular speech rhythms.Repetition of a short phrase establishes conditions ideally suited to eliciting isochrony; we wish toestablish the extent to which any other pattern is possible.All of the foregoing has begged the question of measurement. Our algorithm for locating the\beat" of a syllable is given in the appendix. In essence, we examine the energy over the frequencyrange of the �rst two formants to identify the rise at the onset of the nuclear vowel. A beat islocated halfway through this rise. This gives a consistent measure which can be largely automated;it is similar to the P-center location algorithm of Scott (1993). An example of the beats determinedusing this procedure is given in Figure 1.3 Experiment 1a: phrases as simple rhythmic structuresConsider the phrase \beg for a dime" repeated continuously. The phrase repetition cycle (PRC)is the interval from the beginning (or �rst beat) of one phrase to the beginning of the next. Themonosyllables \beg" and \dime" each receive some degree of stress, so that we can identify twometrical feet within the PRC: one from \beg" to \dime" and another from \dime" to \beg".Under most circumstances, repeating this phrase will cause \dime" to fall halfway through thePRC, producing a reasonably isochronous series of beats. This �rst experiment probes the degreeto which other, less rhythmical, patterns are possible. Following Tuller and Kelso (1989), subjectsrepeat a phrase together with an external pacing signal. As in Yamanishi et al. (1980), they alsorepeat the phrase after the stimulus is switched o�.4



Insert Figure 2 about hereFigure 2:3.1 Method3.1.1 StimuliThe stimuli in this experiment were sequences of 14 pairs of alternating short tones. The initialtone was a 1200 Hz tone of 50 ms duration which was sinusoidally ramped over its initial and �nal10ms to avoid transients. The lower tone was similar, at 600 Hz. The interval between the high andlow tones was �xed throughout this experiment at 700 ms. The independent variable manipulatedwas the relative time of the low tone within the cycle de�ned by the high tones. This relative timeis measured using a phase convention of 0 < � < 1, so that a phase of 0.5 would mean that theinterval between low and high was the same as that between high and low. For each trial, a targetphase value (�target) was drawn from a random uniform distribution between 0.3 and 0.7. Thelow{high interval was then calculated such that the low tone now occurred at the target phase ofthe cycle whose end points were de�ned by the succession of high tones (See Figure 2). This gave ahigh{high cycle length within the range 1.0 sec (for a target phase of 0.7) to 2.333 sec (for a targetof 0.3). Stimuli were played at a self-selected comfortable listening level over headphones. Theintensity of the last two pairs of tones were scaled down by factors of 0.66 and 0.33, respectively,so that the tones faded out rather than stopping abruptly.3.1.2 Speech materialsA corpus of 30 short phrases with essentially identical prosodic structure was compiled. Eachphrase was of the form X for a Y , where X and Y were each CVC words subject to the followingconstraints. The initial consonant was one of /b, d, g/. These were selected because the P-centerliterature suggests that the beat of a syllable is particularly close to the vowel onset when the initialconsonant is a voiced stop (Fowler, 1977; Scott, 1993). We also wished to avoid partial devoicing ofthe vowel onset, as might occur with voiceless stops, because the measurement procedure outlinedabove is dependent upon voicing. The vowel was either short, from the set f�, *, �g, or long,from the set fi, a*, e*, oV, u, aVg. The �nal consonant came from the set fp, m, f, v, t, d, n,s, z, k, gg. Long and short vowels were counterbalanced with the three initial consonants, andall words were real English words, though the resulting phrases were usually meaningless. Thisarrangement ensured that our results were not dependent on the narrow segmental makeup of thephrases. Sample phrases include \big for a duck" and \geese for a duke".3.1.3 ProcedureFour subjects took part, three female and one male, between 20 and 34 years of age. All werespeakers of relatively standard American English. Subjects �rst �lled out a standard questionnairewhich established dialectical history, musical experience and experience with other rhythmic taskssuch as juggling, ballroom dancing etc. The three female subjects were all accomplished musicians.The male subject was a non-musician.On each trial, subjects were presented with one of the phrases on a screen. They were instructedto listen to the �rst two pairs of tones, and then to join in, repeating the given phrase in time withthe tones, such that the �rst word of the phrase lined up with the higher of the tones, and thelast word lined up with the lower of the tones. They were to attempt to line up their productions5



Insert Figure 3 about hereFigure 3:as accurately as possible with the stimulus. The stimulus consisted of 14 pairs of tones, so 12repetitions (less any breath pauses, as described below) were obtained together with the stimulus.After the stimulus stopped, subjects continued to repeat the phrase for approximately another 12repetitions, trying to maintain the timing pattern established together with the stimulus. Theywere then signaled to stop.Initial pilots had shown that allowing subjects to breathe in an unconstrained fashion sometimesresulted in a small gasp-like breath being taken on every cycle, which introduced a bias in the timingof events within the cycle. For this reason, subjects were instructed to breathe in, then repeat thephrase, and to skip a whole cycle when they next needed to breathe. They were trained in thisbreathe{repeat|breathe|repeat task until they felt that they could concentrate again on the taskat hand while ful�lling the breathing constraint.Each subject completed 30 trials per session and 3 sessions on three di�erent days. Eachexperimental session began with a practice run in which the breathe{repeat task was rehearsed.There were thus 90 trials per subject, with approximately 24 repetitions per trial, less breathpauses.3.1.4 MeasurementBeats for the initial and �nal syllables of each phrase were automatically extracted using thealgorithm given in the appendix, and then checked against a visual display of beat and amplitudeenvelope. Where automatic extraction failed (very few cases), measurements were made by handusing a display of both the amplitude envelope and the audio waveform. No phase measurementswere made for cycles during which subjects stopped to breathe. Initial examination of the timeseries data for each trial suggested edge e�ects for the �rst one or two repetitions, with stationarityreached thereafter. Occasionally, the stimulus cessation would also cause a particularly variableinterval. For these reasons, the �rst two phase measurements both with and without the stimuluswere discarded. The task induced some speech errors. Where these were very obvious, the datawere excluded, but the remaining data included a small number of apparent outliers arising fromoccasional dysuencies during repetition. Because of the presence of outliers, the median phaseper trial (�̂) is used below rather than the mean.3.2 Experiment 1a: results3.2.1 Overall distribution of observed phasesThe �rst and simplest hypothesis to be tested is that there are no rhythmic constraints on speechproduction. If this is so, subjects should be able to locate the onset of the �nal stress at anygiven point within the PRC. Their productions should thus mirror the distribution from whichthe targets were drawn. Figure 3 presents the distribution of �̂, median phase per trial, for eachsubject. There are 90 trials per subject, with about 18 observations per trial median. In no case dosubjects produce anything like the uniform distribution from which the targets are drawn. Rather,the histograms are markedly multimodal, with three clear modes in three cases and two in thefourth (subject KA). 6



3.2.2 Consistency within and between subjectsAt this point, it seems prudent to ascertain whether subjects are consistent in their produc-tions, both within subject from one experimental session to the next, and between subjects. Onesimple measure of consistency is to compare the sample distributions of observed phases using theKolmogorov-Smirnov test for goodness of �t. In the usual one sample version of this test, the nullhypothesis tested is that a given sample distribution comes from a hypothesized underlying distri-bution. In the two sample form applied here, the second sample plays the role of the hypotheticaldistribution. The samples used are the distributions of �̂ obtained over 3 sessions of 30 trialseach. Table 1 shows p-values for a Kolmogorov-Smirnov goodness of �t test between each twoexperimental sessions within each subject. A signi�cant p-value would suggest that the subject isnot behaving consistently across sessions. None of the p-values are less than 0.2, and so we canconclude that subjects behave consistently across sessions.Insert Table I about hereTable 1:A similar pairwise comparison can be made between subjects. Table 2 lists the p-value for eachpairing of subjects. Here, it can be seen that there are consistent di�erences between subjects. Inparticular, subject KA is very di�erent from all of the other subjects. In what follows, therefore,data from each subject will be considered separately.Insert Table II about hereTable 2:3.2.3 Presence vs absence of stimulus tonesWithin each trial, approximately half of a subject's productions were obtained together with theauditory stimulus and half were obtained after stimulus cessation, analogous to the procedures ofTuller and Kelso (1989) and Yamanishi et al. respectively. In a previous experiment (Cumminsand Port, 1996b), we observed no di�erence in mean accuracy under these two conditions. Thisresult was surprising enough to bear replicating, as we had initially hypothesized that subjectswould be more accurate in their productions when the stimulus was present. In order to test this,an accuracy score for each trial was computed by taking the median absolute di�erence betweenobserved and target phases for data collected with and without the stimulus (this is similar tothe more familiar root mean squared measure, but uses the median instead of the mean). Thisprovides naturally paired observations which can be given a simple t-test. Table 3 lists t-scores,degrees of freedom and p-values. Although our initial intuitions were that subjects should be moreaccurate when the stimulus was present, our negative �ndings from the previous experiment led usto use a two-tailed test. Indeed, the results are inconclusive, as one subject appears more accuratewith the stimulus and one without. Certainly there is no strong or consistent e�ect of presence ofstimulus tones on median trial accuracy. 7



Insert Table III about hereTable 3:Insert Figure 4 about hereFigure 4:3.2.4 Data clusteringThe histograms of Figure 3 suggest that each subject is producing a small number of distinctpatterns. They do not, however, show the e�ect of the target phase. Figure 4 shows the deviationof the median phase per trial from the target phase as a function of the target phase. Perfectperformance would result in data points on the line y = 0. Instead, we see that the data clusterinto distinct groups, corresponding approximately to the modes of the histograms. This clusteringis illustrated by the use of di�erent plotting symbols for each cluster. Each of the groups appearsto exhibit a strong linear relationship.In order to examine these groups individually, the data were divided by hand into three clustersper subject (two for subject KA). Within each cluster a local regression line has been �tted.Table 4 lists slope, R-squared, and n for each regression individually, and also gives the value ofthe intercept with the x-axis. Insert Table IV about hereTable 4:Each of the local regression lines has a negative slope. When the target phase lies below thex-intercept of the regression line, the phases produced are larger than the target, while targetslarger than the x-intercept elicit smaller values. Within a cluster, then, all productions are biasedtowards the value of the x-intercept. This constitutes strong evidence for the existence of attractorslocated roughly at the x-intercepts, with all points of a cluster lying within one basin of attraction.It can be seen that subjects JG, LU and JT exhibit three attractors each. In 8 of 9 cases,these are located very close to 13 , 12 and 23 . Only the lowest cluster of JT's data yields a di�erentintercept (0.274). For subject KA (the only male and non-musician in the group) the data fallinto two clusters only. The separation between the two clusters is not as clean as with the othersubjects, and the linear �t is somewhat less compelling. There is no evidence of an attractor above0.5.The data from subject JG provide an informative example of clusters which overlap in thex-direction. For a target phase within a small range (approximately 0.58{0.61) the system may be8



Insert Figure 5 about hereFigure 5:pulled toward one or other of two attractors.3.2.5 Variance as a function of target phaseThe task in this experiment is similar to that of Tuller and Kelso (1989) and Yamanishi et al.(1980). In both those experiments, the investigators found that the variance in produced phase waslowest around the stable states of the system (synchrony and antisynchrony) and higher elsewhere.Figure 5 plots the per-trial variance for each subject as a function of the target phase. In each case,a smooth �t to the data has been derived using a locally weighted quadratic regression procedure.The method used is that of Chambers and Hastie (1992), where a �tted curve is built based ona least squares �t on a neighborhood (set here to the nearest 40% of the data points) of eachpredictor value.For subjects JG, LU and JT, the variance is indeed lowest at or around the attractors. This isan analog of the pattern found in bimanual tasks where variance is lowest at relative phases of 0and 12 . The great increase in variance for trials with target phases above 0.6 makes subject KA'sdata hard to interpret. 3.3 Discussion of Experiment 1aExperiment 1a managed to reveal a great deal of structure to the responses of subjects in arather unnatural task. The experiment is designed with the goal of seeing just how rhythmicallyindependent the metrical foot (taken here as the interval between two stress beats) can be froma higher level phrase repetition cycle which is imposed by the task. The data are quite striking.No subject comes even close to reproducing the uniform distribution from which target phases aredrawn.For three of the subjects, the evidence speaks strongly for the existence of three attractors. Aprecise numerical evaluation of these attractors is not possible, but each subject seems to havea strong �xed point near 12 , with one attractor on either side, perhaps near 13 and 23 . A totalof eight of the eleven regression lines �tted produce x-intercepts which are within 0.02 of thesethree fractional values. The interpretation of the three (in one case, two) observed patterns asattractors is supported on several counts: the histograms demonstrate clearly that subjects areproducing only a few discrete forms of behavior; the plot of accuracy as a function of target phaserevealed that each of these stable behaviors can be associated with a particular target and thatneighboring targets are biased towards these values; and �nally, the relative stability of thesepatterns is emphasized by the drop in trial variance when the targets are close to the attractors.A somewhat worrying aspect of these data is the fact that the one subject, KA, who di�ersgreatly from the other three is the only male and non-musician in the group. While a very largegender di�erence seems highly unlikely, it is not at all implausible that musical experience plays arole in these results. The speech cycling task is a very unnatural task, which places rather unusualdemands on the subject. These demands involve producing prescribed relative temporal onsets forevents, and thus resemble musical tasks.After they had completed three sessions, subjects were asked to informally report their impres-sions of the task and whether they thought they had accomplished the set goal of matching syllableto tone. All three musicians reported that they thought they had managed to match the syllable9



Insert Figure 6 about hereFigure 6:Insert Figure 7 about hereFigure 7:to the tone, even though their data show that this was not the case. Rather, they consistentlyproduced three distinct patterns. Subject KA, on the other hand, reported having great di�cultywith the task, and judged himself to have failed in the set task of matching syllables and tones.The high variability of his data testify to his di�culties with the task. Certainly, this task makesdemands on the subject which are similar to those required of musicians. In order to balance oursubject group for musical skills and gender, a further four subjects were recruited and a smallerversion of the experiment was run.4 Experiment 1b: e�ect of musical training4.1 MethodThe methods in this experiment were exactly as in the preceding, with the exception that asingle session of 30 trials per subject was run. The consistency of the previous subjects acrosssessions suggested that one session would su�ce to see if a strong e�ect of musicianship waspresent. The four subjects recruited were two female non-musicians (AN and SP), one male non-musician (BS) and one male musician (JF). A male musician was included to check for a stronge�ect of gender. The subjects called \musicians" in this study report between 3 and 10 years offormal musical training, with between 8 and 29 years of experience playing a musical instrument,and all currently play at least one instrument and read written music uently. None of the \non-musicians" currently play an instrument or are uent readers. None has had any formal musictraining since high school, and all judge themselves to be non-musicians. A total of 4 musiciansand 4 non-musicians took part in Experiments 1a and 1b.4.2 Experiment 1b: resultsAs in the previous section, Figure 6 shows the overall distribution of median produced phases.Here, too, no subject comes close to reproducing the uniform distribution from which the targetswere drawn. Subjects AN and SP (female, non-musicians) produce data much like the three musi-cians of Experiment 1a. Subject JF (male, musician) produces a bimodal distribution, somewhatsimilar to that of the male non-musician of the last experiment. Finally, BS (male, non-musician)produces a trimodal distribution with the lowest of the modes being, perhaps, somewhat ill-de�ned.Figure 7 plots �̂� �target as a function of �target. Once more, two or three clusters have beenidenti�ed for each subject and local regression lines �tted. From this �gure it is clear that AN and10



Insert Table V about hereTable 5:SP are almost indistinguishable from subjects LU and JT in Experiment 1a, having attractors atvalues close to 13 , 12 and 23 . Both these subjects are non-musicians. Subject JF, by contrast, is amusician, yet his data seem to resemble those of KA, the male non-musician of Experiment 1a inexhibiting two clusters of unequal size. Finally, BS's data are interesting as he shows clear attractorstructure at 12 and 23 , but the clustering and linear modeling of the data are less compelling fortargets below about 0.425.Table 5 provides values for the x-intercept for each local regression line. Again, all slopes arenegative and this time 7 of 11 �ts produce intercepts within 0.02 of the three simple fractionalvalues. The R-squared values are again high enough to warrant con�dence in the regressions.Insert Table VI about hereTable 6:Once more, t-tests on paired observations of the median phase were done to look for anydi�erence in accuracy between those repetitions obtained with the stimulus and those without.Table 6 lists the results, and it can be seen that in no case was there a signi�cant di�erence. Thisreplicates the �nding that the presence of the stimulus does not increase the accuracy of subjectsin performing this task. Insert Table VII about hereTable 7:Finally, it is interesting to extend the between subject comparison of Table 2 to include thesefour subjects, as in Table 7. The goodness of �t test reveals the obvious di�erence of KA and JFfrom the other 6 subjects. By this measure, these two are also di�erent from one another.4.3 Discussion of Experiment 1bExperiment 1a was extended to permit equal sampling of two levels of musical skill. Ourmotivation was the surprising �nding that one subject, KA, who was alone in being male and anon-musician, di�ered markedly from the three other subjects. The primary concern was thatmusicianship, or substantial formal musical training might greatly inuence the results in a speech11



cycling task. These results suggest that non-musicians too may produce data which show clearevidence of a small number of attractors at phase values close to expected values.KA and, here, JF, each showed evidence of only two attractors, at approximately 13 and 12 ,while all others (with the above caveats about subject BS) seem to have three clear attractors atpoints which divide the PRC into simple ratios. It seems, therefore, that this task elicits substantialintersubject variability, and that the general rhythmic skill involved may be somewhat correlatedwith musical training, but may also be present in non-musicians (cf. AN and SP). A high degree ofintersubject variability is not very surprising given the unusual nature of the task, which requiresthe alignment of speech and non-speech sounds at two points in the phrase. Previous researchershave reported subjects who are unable to perform tasks which require alignment of non-speechstimuli (clicks, tones) with stresses in speech. Of 16 subjects required to judge as a \hit" or\miss" the alignment of a single click with a target syllable in a recorded phrase, Allen reportedthat only 3 were able to produce any coherent responses, one of those 3 being the author himself(Allen, 1972). In tasks in which subjects attempted to align a series of alternating syllables so thata perceptually isochronous series resulted, both Seton and Scott reported that one subject failedto reach a satisfactory even rhythm (Seton, 1989; Scott, 1993).5 Experiment 2: e�ect of speaking rateOne of the most important features of the model system studied by Kelso and colleagues is thequalitative change, or bifurcation, which the system undergoes as the rate of �nger oscillation isincreased. From being a system with two stable states, the system becomes monostable. The morecomplex case, where the system is coupled to an external pacing signal, has not, to our knowledge,been systematically studied at a range of rates.Maintaining the analogy between the studies of manual patterns and the speech cycling task,we can ask whether the attractor structure found in the above experiments depends on speakingrate. The location of the attractors and/or their number might conceivably change at faster rates.We thus undertook an initial, exploratory experiment at a faster rate.5.1 MethodMethods employed were exactly as in Experiments 1a and 1b, with the following speci�c provi-sions. The �xed interval (interval a in Figure 2 above) was reduced from 700 ms to 450 ms. Thisyielded PRC periods ranging from 638 ms to 1500 ms. Four subjects were chosen, two from eachpart of Experiment 1a (JT, LU, SP and JF), giving two female musicians, one female non-musicianand one male musician. A single experimental session was run, this time with 28 target phasesevenly distributed between 0.3 and 0.705. Target orders were randomized within a session. Thereason for this slight amendment to protocol was to ensure adequate sampling of all regions of therange 0.3{0.7 in as few trials as possible. Of the original stock of 30 phrases, 28 were randomlysampled for each session.
12



Insert Figure 8 about hereFigure 8:Insert Table VIII about hereTable 8:5.2 Experiment 2: resultsFigure 8 shows the data clustering and local �ts, computed exactly as before, for all foursubjects, while the x-intercepts and regression data are given in Table 8. Table 9 shows p-valuesfor a two-sample Kolmogorov-Smirnov Goodness of Fit test in which each subject is comparedwith their data from Experiment 1a or 1b. It can immediately be seen that Subjects JT and LUexhibit almost no e�ect of rate. They each show the same attractor structure as in Experiment 1a.Subjects JF and SP each show evidence of two attractors only, in each case the distribution isdi�erent from that of Experiment 1b. A goodness of �t test comparing SP with JF failed to revealany di�erence in the distribution of their data (p = 0:944;ns)5.3 Experiment 2: discussionThe purpose of this additional experiment was to see if an increase in speaking rate inuencedthe attractor structure observed in the previous experiment. The reduction of the inter-stressinterval within a phrase from 700 ms to 450 ms seemed to push subjects almost to their limits.Nonetheless, two of the four subjects showed unchanged attractor structure. The increased basinof attraction for the attractor at 12 for the remaining two subjects is suggestive of greater stabilityfor the simple isochronous case. Further experiments are planned to test this di�erential stability.6 General discussionThe �rst and simplest goal of the present investigation was to demonstrate that under suitablyconstrained conditions, speech rhythm is not a perceptual illusion. Using a fairly crude meas-urement procedure, it has been demonstrated that subjects are not free to place stress beats atInsert Table IX about hereTable 9:13



arbitrary points within the PRC. Rather, they exhibit preferences for points which divide the PRCinto simple integer ratios, that is, they show the Harmonic Timing E�ect.While there is a considerable degree of intersubject variability, most of the subjects in this studyshowed strong preferences for 3 distinct phases within the PRC. We can refer to these as the low,mid and high attractor. In all of the remaining cases, subjects exhibited a low and mid attractor,without a high counterpart. Subjects were never able to place the medial stress beat freely withinthe PRC.The reader may demonstrate to herself the three distinct forms of organization documentedhere by reciting the phrase \beg for a dime" along with a series of evenly spaced beats, say �ngertaps. The low attractor is demonstrated by aligning \beg" and \dime" on successive beats andleaving the next (third) beat silent. The mid-attractor corresponds to the isochronous case: simplyalign \beg" and \dime" with alternating beats. The late attractor is demonstrated by introducingan arti�cial stress on \for", and aligning each of \beg", \for" and \dime" with successive beats.The evidence here is strongly supportive of the existence of attractors, i.e. privileged statesof the system towards which the system will tend, and at which the system is most stable. Thepresence of attractors, in turn, entails the existence of a dynamic, which is readily seen to be bothlow-dimensional (our measurements are simple scalar phase values) and task-speci�c, as the PRCdoes not exist outside of the speech cycling task. The existence of a task-speci�c system whichexhibits a low-dimensional intrinsic dynamic speaks strongly for a coordinative strategy in whichrelative phases are highly constrained, which is precisely the role we have suggested for rhythm inspeech. In the remainder of this article, we will consider three themes of this argument: the casefor the existence of a low-dimensional dynamic, the nature of the task-speci�c system and the roleof rhythm in speech.The presence of attractors and the existence of a low-dimensional dynamic. In Ex-periment 1a, we saw that subjects displayed only a few discrete behaviors in an experimental taskwhere they were asked to place a stress beat at a point within a continuous range. They producedtwo or three phases reliably; intermediate targets yielded productions which were strongly biasedtowards the preferred phases. These preferred phases were often very close to values of 13 , 12 or 23 ,which divide the PRC into simple integral ratios|an e�ect we have called the Harmonic TimingE�ect. The stability of these preferred phases was underscored by their reproduction at a muchfaster tempo (Experiment 2) and by the reduction in trial variance at the preferred values (Exper-iment 1a). Furthermore, although this form of the speech cycling task certainly requires a degreeof skill, the e�ect is seen in both musicians and non-musicians (Experiment 1b). Together, these�ndings justify the interpretation of the preferred patterns as attractors of a dynamic system whichis assembled by speakers in response to the demands of the experimental task.The nature of the task-speci�c system. The current study is quite unlike previous attemptsto apply the task dynamic approach to speech timing (Kelso et al., 1985; deJong et al., 1993;Vatikiotis-Bateson, 1993), which have typically studied the kinematics of individual articulators.While measurements of the position and velocity of, e.g., the jaw are relatively easy to obtainand provide a rich, continuous data stream, they are limited in scale because of the rate at whicharticulators cycle, which is typically once per syllable. They do not have periods co-extensive withthe domains of English speech rhythm, that is, the metrical foot and larger units. In fact, no singlepart of the speech production system cycles at these timescales. For the study of rhythm at thislevel, then, no kinematic variable comparable to jaw position or velocity is available.For this reason we have chosen to focus our attention on the acoustic signal. We de�ned thecollective variable � which is observable only once per cycle, and found that the distribution of �is highly structured. The next question to be addressed is what kind of system could give rise tothe observed data? While modeling work is still outstanding, an initial answer can be tentativelyproposed.If we consider the PRC and the metrical foot to each be non-arbitrary units in the productionof speech under these conditions, then each can be said to have its own internal dynamic. Asboth are cyclic processes, the simplest dynamic we might propose is a second order oscillatory14



system. We have clearly demonstrated that the periods of the two processes are not independent,suggesting that the two systems are coupled. A further presumption is that the `natural' periodof the foot is smaller than that of the PRC. Under these very general conditions, almost any suchsystem will rapidly settle into a state where the period of the more rapid oscillator (the metricalfoot) is nested an integral number of times within the period of the slower (the PRC) (Thompsonand Stewart, 1986; Glass and Mackey, 1988). Our collective variable � can then be interpreted asa read out of the phase of the PRC at that point at which the metrical foot cycle has just restarted.This is entirely analogous to the mathematical technique of taking a Poincar�e section of a systemof two coupled oscillators. Further experimental work is required in order to tease out the natureof the two component oscillatory systems and the coupling function between them. An exampleof evidence pertinent to uncovering the nature of the underlying dynamic is the observation fromExperiment 1a that for a range of target phases, subject JG produced two distinct patterns. Thisdemonstrates that for some targets the system is potentially multistable. We have also previouslydemonstrated the presence of hysteresis in switching from one target to the other (Cummins andPort, 1996a).The role of rhythm in speech. The speech cycling task introduced here is a highly arti�cialtask. It stands somewhere on a continuum between reiterant speech and unconstrained speech;it does not eliminate as much phonetic detail as a reiterant speech task, but it still contains anarti�cially repetitive element. It seems reasonable, therefore, to ask about the relation betweenspeech elicited under these arti�cial circumstances and natural speech. That is, if it be grantedthat we have demonstrated the presence of strong rhythmic constraints in speech cycling, have weshown anything at all about the role of rhythm in speech? We believe we have.The very fact that the PRC is an artifact with which subjects have no experience demonstratesthat the metrical foot will, of necessity, entrain to a larger cycle. That is to say, in the presenceof repetition the speech production system automatically becomes coordinated, such that a higherlevel dynamic emerges within which the timing of subordinate processes are constrained. In thisregard, speech rhythm is no di�erent from the forms of coordination observed in other rhythmicactivities (Ostry et al., 1983; Cummins and Port, 1996a). The reader may be familiar with the skillof patting one's tummy and rubbing one's head simultaneously. Once the skill has been acquired itmay appear as if the two hands have become decoupled. If however one attempts to continuouslyalter the rate of one hand, the e�ect of coupling will rapidly be felt again. Collectively, the handsconstitute a higher level system within which the timing of the individual component processes arehighly constrained.One �nal point is in order about the interpretation of observed rhythmic constraints as risingfrom coupling between one second-order system (the foot) and another (the PRC). There is nothingin this account which precludes the existence of a temporal unit de�ned at some other level forspeakers of another language. We have studied only English, and have conventionally assumedthe metrical foot to be a salient unit in the production of speech for native speakers. Other unitsmight be identi�ed for speakers of Japanese, French, Arabic etc. Indeed, it is conceivable, thoughunlikely, that a language may have multiple such levels, or none at all.7 AcknowledgmentsThis work grew out of a series of fruitful interactions and collaborative projects within therhythm group at Indiana University. Keiichi Tajima in particular partook of much of the discus-sion and the development of the speech cycling methodology, but cannot be held responsible forany shortcomings of the present work. We have also bene�ted greatly from comments by Geo�Bingham, Gary Kidd, Ken de Jong, Mike Gasser, Elliot Saltzman and Betty Tuller. The workwas supported by a Research Incentive Dissertation Year Fellowship from Indiana University anda Summer Fellowship from the Cognitive Science Program at Indiana University, both to the �rstauthor. 15
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Appendix A: beat measurementThe present work does not attempt to settle long outstanding questions about the exact location ofa beat within a stressed syllable (Allen, 1972; Allen, 1975; Morton et al., 1976; Scott, 1993). It is wellknown that most subjects can reliably perform a range of tasks which seem to depend on the perception ofan instantaneous beat, and while this beat is highly correlated with the onset of the syllable nucleus, it isdisplaced somewhat as a function of both the initial consonant(s) and the length of the rime (Allen, 1972;Morton et al., 1976; Fowler, 1977; Scott, 1993). In keeping with the work of Allen (1972) we refer to theseevents as stress beats, or simply beats, but we do not di�erentiate them from the P-centers sought by otherresearchers. The deviation of the perceived beat from the onset of a nuclear vowel is small compared tolength of the average interstress interval, and so our results should be robust with respect to the details ofthe procedure outlined below.The extraction of stress beats is done largely automatically, using an algorithm based on the workof Scott (1993). No claim is made that the beats extracted here are more accurate than those computedby any other algorithm. However, the algorithm presented here preserves most of the merits of existingprocedures, and produces beats close to, but slightly after, the onset of syllabic voicing.Speech is recorded digitally at 11025 Hz. The signal is bandpass �ltered using a �rst order Butterworth�lter centered at 1000 Hz and having a bandwidth of 600 Hz. Because of the shallow skirts of this �lter,the net e�ect is to largely eliminate fricative noise and F0 energy, leaving energy in the formant regionsintact. Informal trials with a range of �lters indicated that any procedure which achieved these dual goalswould su�ce. The resulting signal is recti�ed (using absolute values) and smoothed heavily, usually usinganother �rst order Butterworth �lter, this time as a lowpass �lter with a very low cut o� of about 10 Hz.The result of this stage is a smooth amplitude envelope. A beat is associated with every local rise in thisenvelope, and is de�ned as occurring at the point in time midway between the points where the local riseis 10% and 90% complete. This is similar to the heuristic used in Scott (1993), and serves to removethe e�ect of very gradual on- and o�sets. Figure 1 illustrates beat placement for a sample phrase. Theresulting beats are marked graphically in a display of the amplitude envelope, and are then checked visuallyfor reasonableness and completeness. Both criteria are necessary as spurious beats may be detected, e.g.halfway through a diphthong, and beats may be missed, as when a syllable is partly or wholly devoiced. Inthe latter case, measurements are made by hand from the amplitude envelope, with the acoustic signal as aguide. No attempt is currently made to assign a relative strength to a beat, although this is, in principle,possible.
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Table ISession 1 and 2 Session 1 and 3 Session 2 and 3JG 0.239 0.594 0.808LU 0.594 0.808 0.594JT 0.808 0.808 0.594KA 0.808 0.393 0.594P -values for two-sample Kolmogorov-Smirnov Goodness of Fit test. Sample distributions are �̂ from asingle session. Comparisons are within subject, across sessions. No p-values are signi�cant, indicating thatsubjects are consistent in their behavior across experimental sessions.Table IIJG LU JT KAJG { 0.402 0.0232 <0.001LU { 0.164 <0.001JT { <0.001P -values for two-sample Kolmogorov-Smirnov Goodness of Fit test. Sample distributions are per-subject;each subject's data contain �̂ from three experimental sessions. Signi�cant p-values are in bold font.Table IIISubject t df pJG 1.47 89 0.145LU -2.04 89 0.0439JT 3.72 89 <0.001KA -1.62 89 0.109T-tests for paired observations, comparing data obtained with and without the stimulus. Each datum isthe median absolute di�erence between observed phase and target phase. All tests are two-tailed.



Table IVsub x-int slope R2 n x-int slope R2 n x-int slope R2 nJG 0.333 -0.334 0.553 41 0.491 -0.712 0.747 22 0.654 -1.05 0.951 27LU 0.321 -0.632 0.891 29 0.48 -0.774 0.669 27 0.646 -1.02 0.875 34JT 0.272 -0.416 0.538 37 0.482 -0.605 0.566 22 0.657 -0.702 0.644 31KA 0.275 -0.604 0.771 27 0.424 -0.610 0.747 63 | | | |Regressions in Experiment 1a. For each data set, 3 clusters have been estimated and a local regressionline �tted to each. Listed here are values of the x-intercept, slope, R-squared and n for each regression.Table Vsub x-int slope R2 n x-int slope R2 n x-int slope R2 nAN 0.34 -0.432 0.689 12 0.509 -0.634 0.690 10 0.716 -0.607 0.714 8SP 0.324 -0.816 0.629 8 0.490 -0.828 0.911 15 0.656 -1.26 0.573 7JF 0.229 -0.326 0.446 9 0.492 -0.731 0.870 21 | | | |BS 0.305 -0.224 0.249 14 0.472 -0.598 0.845 10 0.643 -0.928 0.892 6Regressions in Experiment 1b. For each data set, clusters have been estimated and a local regression line�tted to each. Listed here are values of the x-intercept, slope, R-squared and n for each regression.Table VISubject t df pAN 1.28 28 0.210SP -1.09 29 0.284JF -0.983 29 0.334BS 1.13 29 0.267T-tests for paired values, comparing data obtained with and without the stimulus. Each datum is themedian absolute di�erence between observed phase and target phase. A total of 30 trials (in one case, 29)were run for each subject. All tests are two-tailed.



Table VIIJG LU JT KA AN SP JF BSJG { 0.402 0.0232 <0.001 0.0968 0.377 0.0308 0.377LU { 0.164 <0.001 0.16 0.453 <0.01 0.31JT { <0.001 0.202 0.31 <0.01 0.31KA { <0.001 <0.001 <0.001 0.31AN { 0.594 0.135 0.239SP { 0.393 0.135JF { 0.135P -values for two-sample Kolmogorov-Smirnov goodness of �t test. Each pair of sample distributions comesfrom two subjects. Signi�cant p-values are in bold font.Table VIIIsub x-int slope R2 n x-int slope R2 n x-int slope R2 nJT 0.310 -0.316 0.393 8 0.511 -0.922 0.728 9 0.655 -0.914 0.916 11LU 0.355 -0.691 0.894 8 0.522 -0.810 0.841 10 0.667 -1.148 0.943 10SP 0.349 -0.378 0.455 6 0.548 -0.646 0.841 22 | | | |JF 0.378 -0.693 0.583 6 0.542 -0.563 0.845 22 | | | |Regressions in Experiment 2. For each data set, two or three clusters have been estimated and a localregression line �tted to each. Listed here are values of the x-intercept, slope, R-squared and n for eachcluster. Table IXSubject pJT 0.200LU 0.072SP 0.010JF 0.012Results of a Kolmogorov-Smirnov Goodness of Fit test comparing each subject's data in Experiment 2with that of Experiment 1). 22



Figure LegendsFigure 1 Beats extracted from the phrase \Big for a duck" repeated twice. Top panel: Acousticsignal. Lower panel: smoothed amplitude envelope and beats. For the task reported here,only the �rst and third beat of each group of three were considered.Figure 2 Stimulus used in Experiment 1. A succession of 14 pairs of alternating high (H) andlow (L) tones are used. The interval from high to low tone, a, is �xed at 700 ms. The targetphase, or relative time of occurrence of the low tone, is set by manipulating the interval fromlow to high tone, b.Figure 3 Distributions of �̂ for phrase �nal syllables. Each data point is a trial median, withabout 18 observations per trial. There are 90 trials per subject. Target phases were drawnfrom a uniform distribution between 0.3 and 0.7.Figure 4 Di�erence between �̂ and �target for each trial plotted as a function of the target phase.Perfect performance would yield data points on the line y = 0 (dotted line). Clusters havebeen extracted by hand from each data set and a local regression line �tted. For illustrativepurposes, di�erent plotting symbols have been used for data points within each cluster.Figure 5 Trial variance as a function of target phase. For each subject, a locally weighted quad-ratic regression curve has been �tted using a weighted least squares �t on a neighborhoodof 0.4 of the total number of data points.Figure 6 Distribution of �̂ by subject. There are 30 trials per subject, and target phases comefrom a random uniform distribution between 0.3 and 0.7. Subjects AN, SP: female, non-musicians; Subject JF: male, musician; Subject BS: male, non-musician.Figure 7 Distribution of �̂ � �target as a function of �target. Subjects AN, SP: female, non-musicians; Subject JF: Male, musician; Subject BS: Male, non-musician. As before, clustershave been estimated within each data set and a local regression line �tted. Plot symbolsrefer only to cluster membership.Figure 8 Distribution of �̂��target as a function of �target. Subjects JT, LU: female, musicians;Subject SP: female, non-musician; Subject JF: male, musician. As before, clusters have beenextracted and local regression lines �tted.
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Figure 2
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Figure 5
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Figure 6
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