MeetUp! A Task For Modelling Visual Dialogue

1 Abstract

After achieving impressive success representing image content textually (as done by image captioning
models (Fang et al., 2015; Devlin et al., 2015; Chen and Lawrence Zitnick, 2015; Vinyals et al., 2015;
Bernardi et al., 2016); and research in referring expression resolution and generation (Kazemzadeh et al.,
2014; Mao et al., 2015; Yu et al., 2016; Schlangen et al., 2016)), the Vision and Language community
has recently established “Visual Dialogue” as the more challenging follow up task (Das et al., 2017;
De Vries et al., 2017).

In that task, a Questioner, prompted by some textual information (a caption) can ask an Answerer
questions about an image that only the latter sees. We argue here that this setup leads to an impoverished
form of dialogue and hence to data that is not substantially more informative than captioning data, if the
goal is to model visual dialogue.

In my talk I will describe our ongoing work on the MeetUp setting, where two players navigate sep-
arately through a visually represented environment, with the goal of being at the same location. This
goal gives them a reason to describe visual content, leading to motivated descriptions, and the dynamic
setting induces an interesting split between private and shared information.

Our pilot data collected in a small-scale pilot study indicates that MeetUp! dialogues consistently
include plenty of phenomena found in human-human dialogue interaction: from crucial dialogue coher-
ence / cohesion to factual descriptions of images containing many reasonable referring expressions.
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